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Issue: A balance between cyber-crime prevention and the desire to ensure privacy is urgently needs to be struck. However, it is unclear to what extent this is possible using either the ICTs (Information and Communications Technology) available today or likely to become available in the near future. 

Relevance: Privacy is a concern both for individuals and for democratic society as a whole. If people feel they are being spied upon, they will tend not to express themselves freely or act according to their own interests. As well as privacy, security is also a basic need for human beings. In a world where cyber-crime is becoming more prominent and its effects are increasingly serious, it is important to look for ways that prevent cyber-crime as far as possible without undermining the concept of privacy and security. 
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Introduction
The volume of digital communication has increased in line with the spread of the Internet as a global network. Nearly all this communication is lawful, but computer networks and electronic information may also be used to commit criminal offences. The concept of cyber-crime can be subdivided into two distinct areas:

*


ordinary crime which makes use of the communications networks, and

*


new forms of crime specific to computer networks.

The concept of cyber-crime can be subdivided into criminal activities which use information and communications technologies as a tool or vehicle for traditional crimes, and those criminal activities which target networks or are specific to them
In this article we will focus on cyber-crime prevention rather than limiting our view to cyber-crime prosecution. However, the methods used to enable prosecution may have a crime preventing effect. After stating some of the basic facts of ICT security, we discuss whether a balance can be struck between cyber-crime prevention and prosecution on the one hand and privacy on the other.

To begin our discussion of whether this balance can be struck, it is necessary to first define the underlying assumptions of our argument. Realistically, we have to assume that only partial cooperation between states and only the partial cooperation of industry will be possible. However, at the same time we have to accept that national borders will effectively be open to ICT, know how, and information (assuming world-wide trade and communication).

Against this backdrop, we have to consider the (net) effects on individuals, the economy, and society that may be anticipated from each proposed ensemble of legal regulations and their prospective influence on ICT development, deployment, operation, and use.

In our search for a balance between the two conflicting aspects of this problem, we first have to look at today’s ICT security technologies and at proposed cyber-crime prevention and prosecution methods.

Security measures to protect computers and networks may be implemented multilaterally, to cover all the parties concerned, unilaterally by individual parties, bilaterally between parties wishing to interoperate, and trilaterally, when third party certification agencies, for instance, are involved
Currently available security technologies
In order to help prevent cyber-crime, users should protect their computer systems and their data (including their transaction data and communication trails) against attacks. When discussing security technologies there are a number of configurations of the parties involved that can be considered. 

The broadest arrangement is Multilateral Security, which means providing security for all parties concerned, requiring from each party only minimal trust in the honesty of the other parties:

*


Each party has its particular protection goals.

*


Each party can formulate its protection goals.

*


Security conflicts are recognized and compromises negotiated.

*


Each party can enforce its protection goals within the agreed compromise.

In the same way as the enlightenment paved the way for alternatives to superstitious world views and authoritarian political systems, technology for multilateral security has the potential to free users of ICT systems from the lack of self-determination that results from their lack of security.

Some of these technologies can unilaterally be employed by various parties. To use others, bilateral cooperation is needed, e.g. the cooperation of both communication partners. For some, trilateral cooperation is required. One example is that of legally binding digital signatures, which not only require the cooperation of the (at least two) communicating parties, but additionally at least one trusted third party for the certification of public keys. For other technologies, multilateral cooperation between a large number of independent parties may even be necessary. We will use this distinction to structure a short overview of what is known about technology for (multilateral) security, providing pointers to the relevant literature (Pfitzmann, 2000).

Unilateral Technologies
Unilateral technologies are technologies that each party can decide upon for itself. Therefore, neither coordination nor negotiation is needed concerning their use. Important unilateral technologies for multilateral security are:

*


Tools to help even inexperienced users to formulate all their protection goals, if necessary for each and every application or even each and every action (Pfitzmann, 98, and Wolf, 2000).

*


(Portable) devices which are secure for their users in order to bootstrap security. The devices need at least minimal physical protection comprising direct input/output with their users (Pfitzmann, 1999) and, if they are multipurpose, an operating system providing fine-grained access control and administration of rights for applications, adhering to the principle of least privilege. This is essential to limit the spread of Trojan horses, and can prevent computer viruses completely.

*


Encryption of local storage media to conceal and/or authenticate its contents.

*


Hiding of secret data in local multimedia contents or in the local file system (Anderson, 1998) using steganographic techniques, not only to conceal the contents of the secret data, but also its very existence.

*


Watermarking or fingerprinting digital data using steganographic techniques to help prove authorship or copyright infringements.

*


Using only software whose source code is published and well checked or the security of which is certified by a trustworthy third party having access to the complete source code and all tools used for code generation. The best technique is to combine both approaches with regard to as much of the software as possible. It is only by using at least one of these two approaches that you can be reasonably certain that the software you use does not contain Trojan horses. More or less the same applies to hardware where all sources and tools used for design and production are needed as well to check for the absence of Trojan horses.

Unilateral security options include secure portable devices, encryption of locally stored data, data concealment, watermarking and use of open source or certified software
Bilateral Technologies
Bilateral technologies can only be used if the communication partners cooperate. This means that some coordination and negotiation is needed concerning their use. 

Bilateral technologies include tools for negotiating security mechanisms and cryptographic and steganographic mechanisms for securing content
Important bilateral technologies for multilateral security are:

*


Tools to negotiate bilateral protection goals and security mechanisms, (Pfitzmann, 1998). 

*


Cryptographic mechanisms and steganographic mechanisms to secure the communication content (see Figs. 1 and 2).

Figure 1. Cryptography to achieve confidentiality and integrity of communication contents

Figure 2. Steganography to achieve hiding, i.e. secrecy of confidential communication contents

Trilateral Technologies
Trilateral technologies can only be used if a third party is involved to fulfil a specific task for the other participating parties. This means that more coordination and negotiation is needed concerning their use compared with unilateral – and in most cases as well, bilateral – technologies. Important trilateral technologies for multilateral security are:

*


Tools to negotiate trilateral security mechanisms, e.g. for accountability.

*


A public-key infrastructure (PKI) to provide users with certified public keys of other users to test their digital signatures and to give users the ability to revoke their own public key if the corresponding private key has been compromised.

*


Security gateways to bridge incompatibilities between security mechanisms or details. Security gateways work well for integrity and accountability mechanisms, but are of questionable value for confidentiality and anonymity mechanisms. Of course, security gateways cannot bridge incompatibilities between protection goals.

*


Mechanisms to provide for digital pseudonyms, i.e. a suitable combination of anonymity and accountability (Chaum, 1981). In particular, there are mechanisms to securely transfer signatures (expressing authorization, called credentials) between different pseudonyms of the same party (Chaum, 1985, 1990, 1992). This is called transferring signatures between pseudonyms.

When pseudonyms are used during accountable value exchange, there are a number of possibilities for the tasks of the integrated third party:

*


Identification of the user in event of fraud (pseudonyms are certified and the certification authority knows real identities), i.e. privacy of pseudonymous parties cannot be guaranteed.

*


Mandatory deposit of payment with an active trustee to prevent fraud in spite of completely anonymous pseudonyms, i.e. privacy of the pseudonymous parties can be guaranteed.

Trilateral security technologies include public key infrastructure techniques which can use certified public keys, security gateways, and digital pseudonyms
Multilateral Technologies
Multilateral technologies can only be used if a large number of independent parties cooperate. This means that coordination and possibly negotiation are needed on a large scale. Important multilateral technologies for multilateral security are:

*


Tools to negotiate multilateral protection goals and security mechanisms, e.g. for anonymity and unobservability.

*


Mechanisms to provide anonymity, unobservability, and unlinkability with regard to 

*


communications, i.e. protect who communicates when to whom and from where to where (Chaum, 1981, 1985, Pfitzmann, 1987, Cooper, 1995, Federrath, 1996, Jerichow, 1998, Reiter, 1999, Goldschlag , 1999) (See Fig. 3).

*


payments, i.e. protect who pays what amount to whom and when (Chaum, 1989, Asokan, 1997) and 

*


value exchange, i.e. protect electronic shopping from observation (Bürk, 1990, Asokan, 1997).

All the above without compromising integrity, availability, or accountability.

Multilateral technologies can only be used if a large number of independent parties cooperate

Figure 3. Anonymity, unobservability, and unlinkability for communication

Evaluation of maturity and effectiveness
Table 1 gives our evaluation of the maturity and effectiveness of the security technologies mentioned in the previous sections. Their sequence in the table is mainly bottom-up, i.e. a technology for security placed in a particular row is required before a technology listed below can be effective. In some places, examples are given after a semicolon.

Table 1. Maturity and effectiveness of security technologies
 
state of public research
demonstrators and prototypes
available products
products fielded on a large scale

physical protection
hardly any respectable publications
hard to assess
hard to assess; Me-chip
very poor; chipcards
security evaluation of ICT
acceptable
hard to assess
hard to assess
hard to assess
security in operating systems
very good
good
poor; Windows NT

Windows 2000,

Linux,

Mac OS X
very poor; 

Windows 98,

Windows ME,

Windows CE,

Mac OS 9.x
cryptography
very good
good
good; PGP 2.6.x
acceptable; PGP 5.x,

PGP 6.x
steganography
good
acceptable
poor
very poor
public-key infrastructure
very good
good
hard to assess
 
security gateways
good
acceptable
 
 
mechanisms for anonymity, unobservability, and unlinkability
very good
good
acceptable; Onion Routing, Freedom
poor; proxies
digital pseudonyms
very good
good
good; PGP 2.6.x
acceptable; PGP 5.x, PGP 6.x
transferring signatures between pseudonyms
good
 
 
 
tools to help even inexperienced users to formulate and negotiate
good
acceptable
 
 
integration of these technologies
acceptable
poor
poor
very poor
As can be seen, the weakest link in the security chain today is the user device, in particular its physical protection and operating system. Much has to be done to improve both.

The weakest link in the security chain today is the user device, in particular its physical protection and operating system
Obviously, security evaluation of ICT and integration of security technologies are the challenges for research that have the greatest impact on ICT security.

Approaches to preventing cyber-crime and their side effects
Many of the approaches to preventing or prosecuting cyber-crime that have been discussed implicitly or explicitly aim at reducing ICT security in order to enable access by law enforcement agencies. Most of these mechanisms are based on the implementation of backdoors and loopholes (STOA, 2000), e.g. by integrating Trojan Horses in operating systems or by requiring encryption systems with key escrow or key recovery. However, it is likely that such backdoors and loopholes will be used by criminals as well as by authorized law enforcement agencies (Abelson, 1998). Moreover, such an approach is likely to be an obstacle to international trade in ICTs as no country would be able to trust ICT imported from abroad because of the risk that its security has been deliberately compromised.

Fundamental rights to privacy and anonymity run counter to the obligation upon the user to leave (authentic) data trails while using the Internet

Fundamental rights to privacy and anonymity –the default value in the offline world– run counter to the obligation upon the user to leave (authentic) data trails while using the Internet. On the other hand, demanding that providers log all traffic data and store it for a long time, not only jeopardizes privacy through the potential misuses of this information, but is heavily disproportionate: Anybody can render these logs completely useless by using encryption or strong steganographic tools and mechanisms for anonymity hosted in countries out-of-reach of domestic law enforcement, but well connected to the Internet and therefore well within reach both for privacy-conscious citizens and criminals. The real threat to cyber-crime prevention and prosecution is that such disproportionate measures tend to create solidarity between privacy conscious citizens and potential criminals. All experience with fighting organized crime shows that this kind of solidarity is one of the most serious obstacles to success. Phil Zimmermann stated this quite concisely: "If privacy is outlawed, only outlaws will have privacy" (see Note 1). Taking this approach to policing cyberspace may, therefore, prove counterproductive.

Measures which are perceived to involve spying indiscriminately on the public in the name of detecting criminal activities run the risk of creating solidarity between privacy-conscious citizens and potential criminals
As may be seen in Table 1, the state of public research into security technologies is quite advanced in most cases. An effort is needed, however, to implement these technologies in standard products so as to enable all users of open networks to benefit from them. Less effort is required to protect communication within a closed group of educated users. This means criminal organizations can create and use their own set of security tools as well as any other closed user group, thus making, restrictions on cryptography easy to circumvent by precisely those groups whose activities they are intended to curtail ( Franz, 1996).

From this viewpoint it seems to be logical to discuss active attacks by law enforcement agencies, e.g. denial-of-service attacks, unleashing viruses, or modifying content on computer hard disks of incriminated subjects (see Note 2, Walsh , 1996).These info-war techniques might effectively work according to the saying "the end justifies the means", but such "licences to hack" are not only dubious from the legal point of view, but the authenticity of evidence investigated by attacks that manipulate data is highly doubtful as well.

Thus, we have to be aware of the fact that cyber-crime prevention is not only in tension with privacy, but with ICT security as well:

*


Many tools needed to test security can also be used for hacking insecure systems.

*


It will be possible to use backdoors and loopholes to manipulate traces (by either authorized or unauthorized parties) as well as surveillance by authorized parties. 

On the other hand, security technologies provide the tools to prevent those types of cyber-crime which are specific to computer networks: Public research and development in this area will lead to more secure systems enabling users to protect themselves.

Loopholes and backdoors left in systems to allow access to law enforcers are likely to be rapidly exploited by criminals
Conclusions
To conclude, the current state of ICT security may be summed up as follows: 

*


ICT security is generally extremely weak, and to try to improve it effectively is an ambitious undertaking.

*


All backdoors and loopholes installed on behalf of law-enforcement agencies will be quickly exploited by criminals i.e. these cyber-crime prosecution technologies are, therefore, cyber-crime enabling technologies.

*


Whatever steps are taken, astute criminals will come up with effective techniques to conceal 

*


what they store and what and with whom they communicate from where to where, or even

*


whether they store and communicate at all.

Thus, if legal restrictions are placed on the privacy permitted by ICT, only criminals will enjoy unrestricted privacy. 

In particular, it is crucial to ensure that efforts to combat cyber-crime must not slow the improvement of ICT security or weaken it even further (See note 3). In the current situation, law enforcement agencies should only be allowed and enabled to exploit security weaknesses of ICTs still present under tightly controlled circumstances. They should not be permitted to force the implementation of additional weaknesses. 

In the long run, the security weaknesses of ICT should diminish and all users should be empowered to decide on their own level of security and privacy. Law enforcement agencies should use technologies which allow effective supervision of individuals and small groups, but which do not scale to allow mass surveillance of those who do not protect themselves adequately. These technologies for individual surveillance lie outside the ICT infrastructures. Mass surveillance may seem the easiest option for law enforcers, but what is important is to implement what is effective and not what is easiest. Moreover, democracy cannot be protected by building an Orwellian ICT infrastructure. 

All the same, we need an open discussion about cyber-crime prevention and prosecution in which law enforcement agencies, privacy pressure groups, the ICT industry, users and politicians take part before regulating the topic.

Looking for a balance, we may conclude that there is no way to achieve effective surveillance or curtailment of criminal activities by weakening ICT security.Instead, security tools have to be improved in order to provide better protection for users, i.e. to protect them against cyber-crime. At all events, technology alone cannot prevent all kinds of criminal action. There is a need for policy action instead of calls for police action (see note 4). We have to keep in mind that it is not just a matter of coping with potential economic losses, which we might even be insured against. Instead, we want to defend our democratic society in its entirety against damage. Thus, privacy and security must not be put at stake.
------------------------------------------------------------------------
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Notes
1. Phil Zimmermann: Why do you need PGP? June 5, 1991; http://www.pgpi.org/doc/whypgp/en/
2. E.g. with the software "D.I.R.T. – Data Interception by Remote Transmission" from the US company Codex Data Systems (http://www.codexdatasystems.com/menu.html), further information about D.I.R.T. is available at Cryptome, http://cryptome.org/dirty-secrets2.htm
3. Similarly, in (EC, 2001) "The legitimate concerns about cyber-crime necessitate effective law enforcement investigations. However these legal concerns should not create solutions where legal requirements lead to weakening the security of communication and information systems."

4. Personal communication with Dieter Klumpp, Managing Director Alcatel SEL Foundation for Communication Research, Stuttgart, 2001; similarly in his speech "Electronic Government und Bürgernetze", Deutscher Städtetag, Stuttgart, April 26, 2001.
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