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Abatract

In present day cowmunication networks, the network operator or
an intruder could easily observe when, how much and with whom
the users communicate (traffic analysis), .even if the users
employ end-to—end encryption. With the increasing use of IS8DNs,
this becomes a severe threat.

Therefore, we summarize basic concepts to keep the recipient and
sender or at least their relationship nnobservable, consider
some possible implementations and necessary hierarchical
extensions, and propose and evaluate some suitable performance

and reliability enhancements.
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0 Motivation

Public and private communication networks have a growing
importance for our daily life. We use them for telephony,
telegraphy, television, videotex, radic and in the near future
we will use them for video telephony, electronic mail, ordering
and receiving of newspapers, home banking, etc.

All these services will be integrated in a so-called Integrated
Services Digital Network (ISDN). If such s network is built as
planned e.g. by the german PTT and operated on a "transmission
on demand” basis even for the classical broadcast services TV
and radio, major parts of any user’s life might easily be
observed by the PTT or by an intruder [Pfit_B83, Pfit_84,
pfit_85, PfPW_86].

Eavesdropping can be foiled by link-by-link encryption [Bara_64},
but this does not foil attackers at the stations (e.g. via
Trojan Horses).

There are some well known measures allowing users themselves to
decrease their observability. The content of =& message can be
sufficiently hidden by end-to-end encryption. However, an
attacker can still observe who sends how many messages to whom
and at what time (traffic analysis). To hide this information,
too, they can use public network stations {e.g%. telephone boxes)
instead of private ones. This will prevent observatien but 1is
very uncomfortable for the useras (e.g. who would watch TV in =
video telephone box?). If they use their own private network
stations, they <can only try to hide their behaviour by making
their network stations do more things than necessary or do
necessary things before they are actually needed. For example, =&
user can order a whole newspaper or several newspapers instead
of a single article, and he can do so at any time before he
wants to read them. This is an easy but expensive measure and

not suitable for services like telephony.

S0 the only way to decrease user observability in a comfortable
and cheap fashion seems to he to design a network for anonymity
and not te try to achieve anonymity afterwards.

0f course, the standard requirements for any network, i.e.




performance and reliability, have to be met, too. Since these
requirements are particularly strong for ISDNs, we will mostly
discuss them in the ISDN context. Where it may be appropriate to
trade upobservability versus performance or reliability for =
special purpose network or for some part of the bandwidth of an

ISDN, we will note that (cf. sections 2, 2.3, 2.4).

In the following we will describe

% the existing basic concepts for anonymous networks (i.e.
concepts enabling unobservable reception, unlinkability of
sender and recipient or anonymous sending) in a systematic way
in section 1,

¥ suitable implementations and some extensions to meet stringent
requirements on performance {i.e. anonymous channel switching,
suitable implementations of the extended basic concepts,
heterogeneous networks and hierarchical ones) in asection 2,

¥ some extensions to tolerate faults in order te meet stringent
requirements on reliability in section 3,

* who should establish which parts eof the network and be
responsible for the quality of service in section 4,

% some conclusions in section 5, and

* an application of the techniques to the confinement problem.



1 Basic concepts for anonymous networks

1.1 A clozser look at anonymity

What we would like to reaslize is absolute anonymity against
every possible attacker. But an attacker could contrel all
network stations, all lines, and even the communication partner
(e.g. an insurance company) and 8o abscolute anonymity 1is
impossible. Therefore, we first need reasonable models of

possible attackers.

There are several possible attackers: the administration,
foreign states, companies, one’s neighbors and communication
partners. During the design of an anonymous network these
possible attackers have to be translated into terms of stations
and lines. A station is always under contrel eof its owner (we
try to avoid stations which reside, at least partiaeally, 1n so
called "tsmper—resistant modules" [Kent 80, Chau_84, DaPr_84 p.
3, 80, Simm_B85, HeFi_80), because their security will never be
beyond doubt, they are inconvenient to maintain, and they are
costly) and might be under control of everybody who has hed
access to it so far, e.g. its manufacturer, because he might
have installed a Trojan Horse [PoKl_78, Thom_84]}. Trojan Horses
are a serious problem in stations with high complexity, e.g.
switching centers. In simple user stations they can be detected
(if tried) more easily. Lines are assumed to be owned by the
PTT. Normally they can easily be observed by the PTT (since it
operates equipment conpected te these lines) or by an eavesdrop-
per, but by physical measures {no equipment connected to these
lines is operated by the PTT, and the cable is run on public

ground as seldom as possible) such an attack can be made much

more difficult.

Given a model of the attacker we secondly have to define what
events we want to keep hidden from him. A strong possibility is
to keep the sending and receiving of a message secret (sender
and recipient anonymity). A weaker possibility is to keep only

the relationship between sender and recipient secret, i.e.



sending and receiving of physical messages is observable, but it
is infeasable for an attacker to link the physical message sent
by the sender and the physical message received by the recipient.
Phis concept of unlinkability is also weaker than sender or
recipient anonymity =alone, because an attacker who cannot
determine e.g. the recipient of a message also cannot determine

the relation between the sender of the message and this

recipient.

A third criterion for anonymity is among how many alternatives
something is hidden from the attacker, a fourth whether it is
hidden in an absolute, information-iheoretic sense {i.e. the
attacker can compute as long as he likes but never finds out
what should be hidden from him) or only in the sense of

computational complexity (and thus not provably nowadays).

As most concepts Tfor anonymous networks hide the same kind of
events from all attackers considered reasonable for that concept
(and there is complete anonymity against some weaker attackers

and no anonymity against stronger attackers) we use this

criterion teo arrange the concepts.

1.2 Recipient anonymity

Receiving a message can be made completely anonymous to the
network by delivering the message to all gtations (broadcast).
If the message has an intended recipient, a s0 called addressee,
it has to contain an attribute by which he and nobody else can
recognize it as addressed to him [FaLa_75]. This attribute 1is

called an implicit address in contrast to an explicit address,

which describes a place in the network.

Implicit addresses can be distinguished according to their
visibility, i.e. whether they can be tested for equality or not.
An implicit address is called invisible, if it is only visible
to its addressee and is called visible otherwise [Waid_85].

Invisible implicit addresses capn be realized with a public key




cryptosystem. A message is addressed by encrypting it (or a part
of it) with =a public key of the addressee’s station. Each
station decrypts all messages with each of its private keys and
uses the message redundancy to decide which messages are
addressed to it.

Conversely, any invisible addressing scheme for messages can be
used for public key distribution: If A wants to compmunicate an n
bit key to B, A chooses n messages randomly, and addresses them
to B if the corresponding key bit is 1, and addresses them not
to B otherwise. A sends these n messages in one explicitly
addressed message to B. (Please note that messages are considered
to be independent entities. Therefore attributes associated with
them, e.g. time of transmission cannot be used for the purpose
of addressing. This is in contrast to channel switching, which
will be discussed in section 2.1.)

This addressee—anonymity-based public key distribution protocol
corresponds to a sender—anonymity-based one proposed by Alpern
and Schneider [AlSc_83].

If a secret key of a faster conventional cryptosystem has
already been exchanged, that key can also be used for invisible
implicit addressing [Karg_77 pp. 111..112]. If this 1is done to
save decipherment cost, each packet should start with a bit
telling which cryptosystem is used for invisible implicit

addressing.
Visible implicit addresses can be realized much easier: Users

choose arbitrary names Tfor themselves, which can then be

prefixed to messages.

Another criterion to distinguish implicit addresses is their
distribution (see figure 1). An implicit eaddress 1is called
public, if it is known to every user (like telephone numbers
today) and private if the sender received it secretly from the
addressee either outside the network or as a return address or
by a generating algorithm the sender =and the addressee agreed
upon {[Fala 75, Karg _77].

Public addresses should not be realized by visible implieit

addresses to mvoid the linkability of the visible public address

of a message and the addressed user.



Private addresses can be realized by visible addresses but then

each of them should be used only once.

Figure 1 gives an assessment of the combinations of addressing
modes and address distribution concerning the unobservability of
the recipient and the expense necessary. Note that, whereas the
anonymity of a recipient of a message provided by breadcast
without eddresses or with private ones is possible in the
information-theoretic sense, the wunlinkability of a message
addressed with a public invisible address and the holder of this
address (more precisely: that pseudonym of the heolder under
which the address is published) is only possible in the sense of

computational complexity.

z address distribution
public private
address address
very costly,

invisible but necessary to costly
implicit establish contact
address
visible linkable to {ano- change
addressing nymous) holder after use
modes
explicit linkable linkable
address to holder to holder
——

Fig, 1: Combinations of addressing modes and address distribution

1.3 Unlinkability of sender and recipient (MIX-network)

This form of anonymity can be realized by a special network
station, a so called MIX, which collects a batch, i.e. a number

of messages (of equal length) from many distinct senders,



discards repeats, changes the encodings of messages and forwards
them to the recipients in a different order [Chau 81]. Figure 2
gives a pictorial and & formal representation,

The MIX must collect messages from many distinect senders, since
if an attacker submits n messages to the MIX and the MIX uses
only n+1 messages in its batch, the attacker can bridge the MIX
with respect to all n+l1 messages.

1f the MIX did not discard repeated messages (as long as it does
not change its key pair, which determines the change of
encoding) an attacker could draw conclusions, since a repeat of
an input message would cause =a repeat of the corresponding

output message.

messages to

messages from
the recipients

the senders

MIX > ]

batches
discards repeats
changes order

changes encoding L

I/":I —-—%‘

b

[8]\@®

Change of encoding of a message can be implemented
using a public—key cryptosystem (e yqx public—key for
encipherment of the MIX, d yqx corresponding private key
for decipherment) and random bit strings r;

MIX
- — M
e mx (ri-My) ® batches 2
@® discards repeats
P [ M 5

€ MIX (r2‘M2) 2 ® changes order
o 4, (e, (r M= M)

€ MIX (ra,Ma) - discards r , outputs M, | My

Fig. 2: MIX hides the relation between its in- and output

messages



This measure hides the relation between sender and recipient of
a message from everybody but the MIX and the sender of the
message (in the sense of computational complexity and among as

many possibilities as there were different senders and recipients

of messages of this batch).

By using more than one MIX to forward a message from the sender
to the recipient, the relation is hidden from every attacker in
the network who does not control all MIXes which the message
passed, nor has the cooperation of the sender of the message
under consideration.

The complete scheme how the sender must encode the message so
that it canm pass n MIXes is as follows: Let Ai,...,An be the
sequence of addresses and ei1,...,en the sequence of public Lkeys
of the chosen MIXes MIX:1,...,MIXn; ri,...,ra the chosen sequence
of random bit strings; An+: the address of the addressee (called
MIXn+: for convenience), and en+: his public key. The sender
forms the messages Mi, which MIX: shall receive, according to
the following recursive scheme, starting from the measage

content M that MIXn+: shall receive:

Mo+: = en+1 (M) {pure scheme)

e; (ri,Ai+1,Mi+1) for i=1,...,n

i}

M;

Then he sends M1 to MIX:i.

By combining this scheme and fhat of section 1.2, even the
sender cannot learn who receives his message.

Another, but weaker possibility is that every MIX attaches a
random bit string to each message and encrypts it with e.g. =a
public key of the next MIX or of the addressee, respectively
(virtual-link-by-virtual-link encryption). This prevents even
the sender of a message, who is supposed to tap all lines, from
tracing his message on its way to the addressee, if he has not

the cooperation of the last MIX.

To enable the recipient to reply (while keeping the original

sender anonymous and without requiring broadcast), there is a



scheme for untraceable return addresses, which the sender can
form and deliver to the recipient in his message.

such a return address looks like a message to the sender in the
original scheme, except for two differences.

The first is that of course there 1is no message content (or
perhaps just some number by which the sender can distinguish
different responses when they come back).

The second difference stems from the fact that the recipient
cannot put the message content into the return address, so he
must send the return address and the message content side by
side. To enable the MIXes to change not only the cutlook of the
address part but that of the message part as well, the random
bit stripgs in the return address are chosen as random keys of
some cryptosystem (which can be a public or private key system),
and each MIX does not discard the random key it finds but uses
it to encipher the message part {there is no need to include &
random bit string there, because nobody else knows the key,
which would be necessary to compare input and output).

One more key is sent to the recipient together with the return
address, by which he enciphers the return message content.

So the original sender geits the reply message enciphered with
all the keys he chose and therefore he can decipher it, but
nobody else. His relation to the recipient {( = sender of the
reply message) is as well protected as if the original sender

had sent a message to the recipient using the same sequence of

MIXes.

Formally the scheme looks like this: Let MIX1,...,MIXn be the
chosen sequence of MIXes (in the order in which they will mix
the reply message) and call the original sender = addressee of
the reply message MIXm+1 for convenience. lLet e; be the public
key and As; the address of MIX; and k; the key chesen for this

occasion for MIX;.
The original sender sends the return address (ko,A:,B1) to the

recipient, where ko is the key chosen for encryption of the
reply message and B: the actual return address part, which is
formed according to the following recursive scheme, where each

Bj is the return address part that MIX; will receive with the



reply message:

2 {return address scheme &)

i

Be+1

B; ey (ks ,Ai+1,B3+414) for j=1,...,m

i

The reply messages M; that MIX; shall receive are derived from

the reply message content C by the recursion

ko (C) {(return address scheme b)

Mi = Bi1,Ca1; Ci

My = Bs,Cy;; Ci; = kij-1(Cs-1) For j=2,...,m+l
So the original sender receives Mm+i = ke{... k1 (ko(C))...).
of course, in the return address scheme, MIXes must not allow

address parts to be repeated. The repetition of a message part
seems uncritical: If an attacker wants to trace M: = B:i,Ci over
MIX:i by submitting a second message Mi®> = Bi*,0: te MIX: in
the hope that MIX: also outputs two messages with the same
message part Ci+1, then MIXi nust find the same private key
k: in both B: and Bi’. But the attacker does not know ki and
should not be able to change a single bit in Bi without

B: decrypting to garbage.

To a certain degree, virtual-link-by-virtual-link encryption can
keep the recipient anonymous from the original sender, who needs
the cooperation of the MIX most close to the recipient to
identify him. But since the original sender may choose this MIX
at will, we have to suppose he has this cooperation.

Therefore, a cautious recipient will enclose his reply message
(untraceable return address and encrypted reply message content)
in an untraceable message according to the pure scheme to some
MIX, so that that MIX has to use the untraceable return address

first, which gives no information about the recipient even to

the original sender.

With this use of return addresses, the scheme is more secure
than the original one, because both sender and recipient can be

kept anonymous against each other. So it seems reasonable that



already the first message of a connection should also be of this
kind, i.e. the addresses found in address directeries should not
be physical addresses of user stations, which the sender uses to
form a message according to the pure schenme, but anonymous
return addresses. Of course, then esch entry of the address
directory must be a huge sequence of anonymous return addresses,
since eanch address must not be used more than once. This is of
course clumsy for printed directories but no problem for

electronic ones which issue each untraceable return address only

once.

We should also mention that in the schemes described so far, the
messages get shorter at each MIX, because the random bits are
discarded, so that the current 1lengths of messages give some
information to an attacker. But there is also a scheme which
ensures that a message stays as long as it is at the first MIX

until the recipient gets it, see [Chau 81 p. B7].

1.4 Sender anonymity

A very limited possibility of achieving sender anonymity
(nevertheless the one still most often cited in the network
oriented literature) is that each user station generates dummy
traffic, i.e. it sends more messages than it really has to
[VoKe_B3 p. 157, 158, VoKe 85 p. 18].

Then an attacker cannot notice when a user station really has
something to send and how much. But the attacker may notice that
a user station has nothing to send, if the wuser station is
quiet, which will be the case most of the time if the user
stations share communication resources.

A greater problem is that our attacker knows the sender, if he
is the recipient of a message.

0f course dummy traffic is a symmetric concept in the sense that
it provides as much anonymity to the receivers of the dummy
messages as to their senders. We oply did not mention it in
section 1.2 as a recipient anonymity scheme because using

messages addressed to other stations instead of dummy messages



is not more expensive and provides anonymity also against the
sender of the message, so broadcast {(or at least mualticast, cf.

section 2.4) is a more reasonable choice.

The MIX-network can also be regarded as a sender anonymity
scheme if every station acts as MIX, because then the message a8
station sends is hidden among the messages of a complete batch,
though the fact that a message has been sent can still be seen
by comparing the number of input and output messages, if no
message of the same batch is received by this station and as

long as no dummy traffic is added.
Symeetrically in this case the MIX-network alaso provides

recipient anonymity if untraceable return addresses are used,
and at least recipient anonymity against every attacker who 1is
not the sender of the message if the pure scheme is used, or
against every attacker whe is not both the sender of the message
and controls the last MIX if the pure scheme and virtual-iink-by-
virtual-link encryption are used.

Anyway the security of the MIX-network is only in the sense of
computational complexity, and the MIX-scheme with all stations

as MIXes is at least difficult to realize, if not impossible for

some services, cf. section 2.2.3.

1.4.1 Superposed sending (DC-network)

A powerful scheme for sender anonymity is superposed sending
which is published in [Cha3_85, ChaB_85} and is called DC-network
{dipning cryptographers network) there. It is somehow symmetric
to broadcast: There all stations get a message (posaibly
concurrently) to enable one station to receive it anonymously,
here =all stations output a message {possibly concurrently) so
that a single station may send one anonymously. This is done in
the following way:

Each user station generates at least one key bit for each
message bit and sends each key bit to exactly one other user
station over a secure channel. Te send one bit every user

station adds wmodule 2 (superposes) all generated and received



key bits and its message bit if there is one. The sums are sent
over the network and added up module 2. The result is distributed
to all user stations. It is the sum of all sent message bits,

because every key bit was added twice (figure 3).

station |
— — —— — —— == - -
M, 10101 TG
k y_ 00011t AN
k,_ 10110 h
station 2
M, 00000 [ TN ™
k ,_ 00011 1010t
k 5 01011 =M @OM &M 3
station 3
/
/
M 5 00000 7
k 2 10110 s __.---"'"/
k ;5 01011

Fig. 3: Three stations superposing exchanged keys ¥+ and

messages Mg

Therefore, the scheme realizes a multi-access charnel with
collisions. For its efficient use =a medium =access pretocol
{Tane _81] preserving anonymity is needed. Two of them are

mentioned in [Cha3 85): slotted ALOHA and an anonymous reserva-
tiop scheme which reduces the probability of collisions by wusing
the inversion of one bit (out of many bits exclusively used for

reservations) to signal a reservation [Tane_81 p. 272].



If an attacker controls all lines and some of the user stations,
he gets no information about the sender of a message among the
other users, as long as their key graph, i.e. the graph with the
users as nodes and the keys as edges, is connected.

Superposed sending requires the exchange of a tremendous amount
of randomly <chesen keys. To reduce costs, pseudorandomly
generated keys can be used instead, reducing information-theore-
tic security (or more precisely: perfect anonymity corresponding
to perfect secrecy [Shan_49 p. 659, Denn_82 p. 22]) to computa-
tional security [DiHe 76 p. 646, Denn_ 82 p. 3, Yac_82]. To
maintain security (especially if the ‘attacker is sometimes
allowed to see the outcome of single pseudorandom bit generators
during the tracing of protocel violators or faults, cf. section
3.2), cryptographically strong pseudorandom bit generators

[BIMi_B84, VaVa_85] have to be used.

1.4.2 Physical unobservability (RING-network)

The expensive generation, distribution and superposition of keys
(and messages) of the concept of superposed sending can be
avoided if the network is designed for preventing attackers from
physically observing all lines connecting a user with the rest
of the world (in contrast to a conventional star network, where
all lines and hence all users can be observed by the switching
center). S0 we will assume a less capable attacker than 1in the
pC-network, but make this assumption reasonable by means of the
physical arrangement of the network.

A simple and efficient way to do sp is to connect the user
stations by RINGs, which are in wide wuse for local ares
networks. If an anonymous medium access protocol is used, the
sending of a user station is only observable if its two neighbor
stations collude or the lines are tapped. The latter attack can
be prevented by running the cable in an appropriate way
{pfil_83, Pfit _84]. Then, it is approximately as difficult to
observe the sending of a user station as to observe its owner’s
behavior at home directly by hidden microphones, laser—-based

bugs or EMI emissions of the wuser steation [Horg 83, Hor2_85,



Eck _85). Even if the sending of a station is observed by an
attacker, he needs the cooperation of the recipient to observe
who is communicating with whom, since the RING-network broadcasts

all messages to all stations yielding complete recipient

anonymity.

Suitable medium access protocols for the RING~network are slotted
ring with sender remove and token ring, both with exhaustive
service [Hdock 85, H6Pf_B5]. This is illustrated in figure 4.
These two wmedium access protocols implement distributed and
unobservable polling which prevents collisions. Therefore, a
ring utilization near 1 can be resched. The disadvantage of
these two medium access protocols is that the right to send can
only be passed in one direction, which restricts the number of
alternatives, whose station can have sent which message. This is
shown in figure 4.

A random access protocol with collisions like slotted ALOHA
[Tane_B81)] avoids this restriction and is therefore better from
an unobservability point of view. But the achievable ring
utilization drops to 1/e (m 0.37) and in the case that the
content of a slot does not return to its sender (because another

station overwrote it), the sender is in doubt whether the

addressee got it or not.

Since for low ring utilization the difference in the number of
alternatives is small and even disappears for very low ring
utilizations, end for high ring utilization slotted ALOHA cannot
be used at all, we recommend to use the distributed polling

schemes.

In any case the security provided by this scheme is information-
theoretic, though in most cases there are fewer alternativea for
every event than in the DC-network {(this sort of security
corresponds to the kind of secrecy called ideal in [Shan_49 p.

660] and unconditional in [Denn 82 pp. 3, 25]).
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The most efficient ring access protocols {(token ring, slotted ring)
pass the right to send (RTS) around the ring.

If an attacker surrounds 2 stations, which send N messages

after RTS is passed to them and then pass RTS, there are N+1
alternatives which station can have sent which message (msg.).

For every message, there is at least one alternative,

in which station 1 (i = 1, 2) sent the message.

The example can be generalized to g surrounded stations.
There are (N+§_1) alternatives and there is =t least one alternative

for every message, in which statiom i (i = 1, 2, ..., £) sent it.

Fig. 4: An anonymous medium access protocol for RING-neiworks
guarantees that an attacker surrounding a sequence of

stations cannot detect which one has been the sender of

a particular message
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1.5 Layering

To facilitate the design, understanding, implementation and
interconnection of networks, they are designed as a sequence of
layers. Every layer uses the services of the lower layer to
provide to the upper layer & more comfortable service. The
International Standards Organization (IS0} standardized a seven
layer model, the "Basic reference model for Open 3System
Interconnection” (0SI) ([081_83, DaZi_83), whose layers are
refined when necessary, e.g. to accommodate it to local area

networks (LANs) {[Finl_84, Kiihn_85, Agne_85, Blan_84].

A lot of useful comments on the layering of systems to facilitate
their design can be found in {Parn_74, Roéhr_B2]}. As noted in
[Parn_74 p. 337}, this (design) layering must be distinguished
from the (implementation) 1layering of the "running system®,
called interpretation system ("Interpretationsaystem”) in
{Gile_81 p. 12, 13}.

Figure 5 ©presents a synopsis of the MIX-, DC- and RING-network
concerning their (design) layering inb the framework of OSI.
Special emphasis is placed on the lowest layer boundary where
anonymous communication is provided.

As shown, the MIX-network may use arbitrary implementations of
medium, physical layer, and data link layer and the DC-network
may use an arbitrary medium. These layers of the MIX- and
PC-network can be implemented without restrictions caused by
anonymity requirements. All measures to enhance performance and
reliability can be used.

On top of these layers, the MIX- and DC-network employ special
cryptographic mechanisms to create anonymity, which we inserted
in the (upper sublayers of the) network and physical layer
respectively. The RING-network employs as medium & ring, which
together with digital signal {re)generation provides anonymous

communication.
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Fig. B: Synopsis of the layering of MIX-, DC- and RING-network

in the framework of OS]

All layers on top of the layer(s) providing anonymity must
preserve it. That means, that no (er at least: not too many)
alternatives possible at the {design)} layer providing anonymity
are excluded by the protocols of the {(design) layers above.
Otherwise, anonymous communication becomes fiction. For example,
the medium access protocols, which should efficiently manage the

bandwidth of the multi-access channel of the DC- and RING-net-

work, must preserve anonymity.



O0f course, the special mechanisms of the MIX-, DC- and HING-net-
work can be implemented in higher {design) layers as well, e.g.
on top of an arbitrarily designed network layer. MIXes could
ther be embedded in the +transport layer, which then had to
contain some functions of the network layer a second time, e.8g.
routing. If superposed sending 1is embedded in the transport
layer, even anonymous medium access wmust be embedded in the
higher (sub)layers. The same is true for the RING-network, where
additicnally encryption between transport layer entities
{virtual-1link-by-virtual-link encryption) would be needed to
simulate the physical unobservability of lines.

Thus, the MIX-, DC- and even the RING-network can be considered
to be virtual concepts, i.e. concepts which may be embedded in a
wide range of layers. But an efficient implementation has to
avoid unnecessary complex layering and reimplementation of
functions. Therefore, figure 5 represents the reasconable design
which may be transformed into a reasoneble implementation along
the lines contained in the computer network literature, e.g.
{Tane_81].

As pointed out in ([DiHe_79 p. 420], the implementation of our
deaign must not introduce features which enable an attacker to
distinguish between alternatives which are indistinguishable in
our abstract design. Examples of such bad implementations would
be the modulation of the output of a MIX corvesponding to the
random bit strings contained in the messages it received, to
output the result of an adder mod Z where 1+1 * 0+0 and 1+0 + 0+1
(if the analog signal characteristics are considered) directly
in the case of the DC-network or pattern semsitive timing jitter
in the case of the RING-network. We will consider these flaws in
greater depth in section 2 at those places where we will remark

on implementations of the concepts for ancnymous networks.



2 Performauce

The two main performance characteristics of networks are
throughput and transfer delay. Their importance depends on the
sarvices the network is supposed to offer. Throughput and
transfer delay are less critical for services like electronic
mail, only throughput is critical for services 1like file

transfer, only transfer delay for services like telephony, and

both are critical for video telephony.

2.1 Channel switching

So far, among the anonymous networks only RING-networks based on
slotted rings with exhaustive service are suitable for services
that reguire a continuous stream of information with short
transfer delay (channel switching) because once a station is
allowed to use a slot, it can use this slot again and again as a
channel.

The token ring would also allow simplex channels because of
exhaustive service (which was necessary for anonymity), but then
most of the time the whole ring would be blocked by just one
station. O0f course, if we allow slotted rings with only very few
slots or rings where the token protocol is executed on many

different channels independently, the two concepts become very

similar.

The MIX-network 1is inappropriate for such services because of
the delay during the transport of each mesaﬁge. The JC-network
described so far is inappropriate as well, Dbecause the basic
medium access protocols do not guarantee synchronous service
(called isochronous in [Sze_ 85 p. 819]).

New possibilities of increasing the performance of these
networks are obtained by dropping one requirement for anonymity
that seems unreasonable for services requiring a continuous
stream of information with short transfer delay anyway: the

requirement that the relationship bhetween different messages of

the same connection is hidden,
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2.1.1 RING-network and DC-network

In RING- and in DC-networks as in all networks implementing a
broadcast channel, channels can be switched by time division.

This is discussed in detail in section 2.2.1 and section 2.2.2.

2.1.2 MIX-network

In the MIX-network in its pure form (as described in {Chau_81]
and section 1.3), the delay results essentially from the fact
that every MIX has to await all bits of a long block before 1t
can decrypt it and send the first bit to the next MIX.

This can be avoided if a single message is used for setting up a
connection (this c¢an be =a virtual circuit [Tane_81 p. 188] if
bursty traffic requiring short transfer delay is to be handled
or & channel in case of a continuous stream) and giving each MIX
a key of a fast private key (= secret key = conventional =
symmetric = one-key) cryptosystem used as a stream cipher. These
keys replace the random bit strings in the message, so it looks
somewhat like a return address, but it is addressed to the
recipient and contains the message content that a cennection has
been set up.

These private keys are used by the sender to encrypt and by the
MIXes to decrypt the following bits of the initiated connection
just like the public keys are used by the sender to encrypt and
the corresponding private keys to decrypt in the normal
MIX-network, but no random bit strings need to be added to the
following bits, because the keys are secret {like in the reply
message in the return address scheme). Between adjacent MIXes
usual connections must be switched on the lower layers, so that
they recognize which bits belong to this connection of the
higher layer and that they can guarantee synchronous service to
the sender and recipient.

Besides shorter delay, this <can save ciphering and addressing

expense,

Te hide the relation between the channels +to and from a
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particular MIX, the MIX has to awpit at least two requests for
channels of equal bandwidth or it has to establish at least one
dummy channel. Otherwise an attacker could infer that the newly
established channel (of bandwidth b} to the MIX leaves the MIX
as the newly established channel (of bandwidth b) from the MIX.
The same problem is encountered when = channel 1is to be
released. All {(or at least two) channels of equal bandwidth
which were established at the same time should be released
simultsneously. This will cause severe overhead if the mean
variation of channel usage is high.

Please note that this problem is not introduced by channel
switching: if packet switching is employed for services
requiring a contipuous stream of information with short transfer
delay, the same can be infered by a statistical analysis of the
packet rates between sender (as well as recipient) and MIXes and

even between MIXes, if all packets use the same route.

After pointing out that channels have to be established and
released simultaneously, we have to sketch appropriate implemen-

tations. First, we will consider simplex channels, and thereafter

duplex ones.

We begin by showing the set-up-scheme more formally. When
station S8 (sender) wants t{o use a simplex channel through the
MIXes MIX:, MIXz, ..., MIXa to station A (addressee), it sends
the message

Ai,e1 (C,ki,Az,e2(C,kz,Aa,ea ( ... An+1,en(Cokn) ... })),
where ei1 is the public key of MIX:, e: (X) means X enciphered
using ei; ki is the key of the cryptosystem used as stream
cipher MIXi1 shall use, Ay is the address of MIXi, and Aan+¢1 the
address of A. C means "Please set up a chapnel™.
0f course, if a broadcast medium is used between MIXes (e.g. a
communication satellite), invisible addresses can be wused
instead of visible ones. The corresponding message may look like

es (Y,C,ka,e2(Y,C,kz,es ( ... en{Y,C,kn) ... })})

where Y is a special bit combination meaning "It’s addressed to
you",
Thereafter, S starts sending jts bitstream bs continuously
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encoded a=s
ki(kae(ka( ... ka(bs) ... }))
where ki (X) denotes X enciphered using the private key cryptosys-—

tem with key ki as stream cipher.

If the sender starts sending a meaningful bitstream immediately
after the set up message, and a MIX cannot switch a channel
immediately (which will be the case most of the time, because it
must wait for other set up wishes), it has to buffer the
bitstream. This is expensive and increases iransmission delay,
s0 it should be avoided. But the bitstreams on channels that are
mixed together by some MIX must all start at once after the
connection set up (or at least at exactly the same time, which
would be difficult to achieve in any other way). If the siream
cipher is self-synchronous [Denn_B2Z p. 136, 144], we can use the
following scheme:

5 starts sending encrypted garbage for am appropriate time and
starts its meaningful bitstream with, let’s say, one hundred
ones followed by a zero (since that sequence is known to abp
attacker, the cryptosystem used as stream cipher must withatand
a known plaintext attack as does any good cryptosystem). The
MIXes satart deciphering the incoming bitstream when it arrives
and transmit the deciphered bitstream without buffering to the
pext one as soon as a8 channel can be switched. If once the
channel cannot be switched fast enough, so that the receiver
misses the beginning of the meaningful part of the bitstrean,
this can be treated with end-to-end fault tolerance mechanisms
{see section 3.1).

Alternatively we could try to inform the sender when the channel
has been established, so that he only changes from garbage to =

meaningful bitstream thereafter.

To release the channel, S sends, let's say, a one followed by
one hundred zeros to A, stops encryption and sends a one
followed by one hundred zeros to the first MIX and then stops
sending. After reception of a2 one and one hundred zeros in a row

(which is, since stream encryption is used, much less likely to

happen by chance then being hit by a truck, an 88-20, or
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Pershing, in which cases communication as well as priveacy
becomes useless for the vietim) A knows that the incoming bits
are garbage. After reception of its one and one hundred zeros in
a row the MIX knows that the channel can be released, but it
continues to send garbage on it until it can release at least
two simultaneously established channels of equal bandwidth. To
do that, it stops decryption and sends =a one followed by one
hundred zeros on each channel which is to be released and then
stops sending on them. This continues, until the addressee
receives a one followed by one hundred zeros a second time.

Since each MIX has complete control which of the simultaneously
established c¢hannels it releases simultaneously, all channels
can be released. Since the release of channels c¢an mutually
block only if they are established simultaneously, chronological
ordering prevents deadlocks. More precisely, a part of a
channnel can be released at the latest when the senders of all
channels of which the connection set up wish had been uttered

before this part of the channel was gswitched have declared that

those channels can be released.

To establish a duplex channel, we have two possibilities:

1) First establish a simplex channel from the conhection
jnitiator (sender 1) to the called party {addressee 1) and
thereafter a simplex channel through pessibly different
MIXes from the called party (sender 2) to the connection
initiator (addressee 2), e.g. wusing an untreceable return
address.

The first disadvantage of this possibility is that the time
to set up a channel is needed twice before duplex communica-
tion is possible. _

The second disadvantage is that the causual connection
between the two simplex channels and its observable
manifestation (chronolegical correlation) can undermine
anonymity.

2) Establish a duplex channel between S and MIX:i, thereafter
between MIX: and MIXz, ..., thereafter between MIXs and A.
The same kind of message may be used for connection setup of

duplex channels as for simplex channels.
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In this case, not only the sender but also the MIX starts
sending encrypted garbage at once. If the other rules
concerning establishment and release discussed in the
context of =simplex channels are respected, anonymity is
created. Note that even in case of duplex channels, where
the connection initiator or the called party can terminate =a
connection, channels can be released from connection
initiator through the MIXes to the called party successively.
When the «called party terminates the connection, this 1is
signaled by his station to the station of the connection

initiator, which then releases the channel.

2.2 Some remarks on implementations of the basic concepts for

anonymousg networks

Analyzing the performance of the concepts of section 1 must be
concurrent with considering how they would be implemented
physically.

First, we shetch a cost-efficient implementation of the
RING-network and compare its performance with that of =a
star—-network.

Next, we describe how the DC-network c¢cen be implemented
cost—-efficiently and which anonymous medium access protocols
manage its broadcast channel efficiently.

Finally, we consider how many stations may act as MIXes in a
MIX-network and how many MIXes =& message may pass. To answer

these questions we develop a simple model to study performance

and unobservability.

2.2.1 RING-network

Since the sole ring network standard, the token ring standard,
prescribes a "Source Address” and a "maximum period of time the
DTE may transmit frames after capturing a token" [ECMABO_ 85 p.

8, 20] a RING-network cannot conform to it if implemented as

depicted in figure bH.
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Therefore, we have to sketch a suitable implementation.
Afterwards we will compare its performance with that of an
equally expensive star-network operated on a "transmission on

demand basis" as planned by the german PTT.

2.2.14.1 Cost—efficient implementation

A cost-efficient implementation of the RING-network has to
1) keep the delay in each station very small and the lines as
short 8aas possible, since the worst case delay of the
RING-network is the sum of the delays of all stations
{(except the sending one) and the delays of all lines (except
the incoming line of the sending station),
2) provide anonymous communication to the data link layer as
substantiated in section 1.5 and depicted in figure 5,
3) keep the number of gates operating at the ring data rate (or
even above) to a minimum, since these gates are not as cheap
as slower ones and consume more power, and

4) minimize the amount of traffic caused by each connection.

The first three points are mainly concerned with medium and
physical layer of the 0SI model, whereas the fourth is concerned
with the data link layer. But let us now consider these points
in turn.

1) The delay in each stetion is the guotient of the bit delay

in the station {must be 2 1) and the ring data rate.
Therefore, =at very high ring data rates we can afford some
bits delay per station.
The delay of the lines is approximately independent of the
ring data rate [AlFi_77 p. 572, 573}. Therefore, nll we can
do is to keep the lines as short as possible. This require-
ment (and the requirement for physical nunobservability, cf.
section 1.4.2, as well) is satisfied by connecting the
stations directly. To give an example, 1in a house divided
into several flats the ring connects the statioms in the
flats directly and not via a central wiring concentrator.

2} Analogue signals =are transmitted on the medium. Digital
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signal (re)generation recovers amplitude, shape, and timing
of these signals. This must be done so that an attacker
knowing the physical characteristics of all stations exactly
cannot deduce any information from it.
To motivate this requirement, we give an example of a well
known ring implementation which does npot satisfy this
requirement and therefore allows an attacker to identify the
sender of a message:
As described in [BCKK_83, KeMM_83, BaSa_B85}, the token
ring implemented at the IBM Laboratory in Zurich generates
bit pattern senmsitive timing Jjitter in each station, as
does any implementation of the token ring standard
[ECMABS_B5 chapter 6.4 and 6.5]. The accumunlated jitter is
compensated by the wuse of an elastic buffer and a master
clock in onme station executing the monitor function in the
ring. An attacker surrounding two stations, where neither
of them executes the monitor function, records the bit
pattern and the exact timing of the first station’s imput
and the bit pattern and the exact timing of the second
station’s output. If the bit patterns are different (in
which case the atiacker should be uncertain which of the
two patterns was transmitted between the two statiens) the
attacker calculates the resulting timing of both possible
bit patterns between the two stations and compares this
with the timing he observed. If we ignore noise between
the two stations, our attacker can deterministically
decide whether the first or the second station sent. If
there is only marginal noise, which is the aim of every
network design, the attacker can decide with high
probability which station sent.
To show that the requirement can be fulfilled, we sketch
three appropriate implementations:
¥ Each station uses its gquartz oscillator for transmission
and derives timing information for receiving with a
phase-locked loop. The frequency differences between
atations are compensated by inserting or deleting fill
bits in the data stream. This is accomplished with an

elastic buffer in each station holding a few bits. Bits
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will be inserted or deleted when the buffer tends to
underflow or overflow, respectively [KeMM_B3 p. 724].

¥ Instead of inserting or deleting bits, the frequency of
the 1local quartz oscillator is changed very slowly
depending on the actual filling of the elastic buffer
[KeMM_B3 p. 725].

¥ Each station receives timing information from = network
reference clock, as planned by the PTT anyway [McLi_85
p. 341), and uses this timing information to coentrol the

frequency of its local quartz oscillator.

3) To provide the required bandwidth, monomode optical fibers

must be used as links. To keep the number of gates operating
at the ring data rate (or even above) small, we should
divide the bandwidth of each link into a couple of channels.
This can be achieved by Wavelength Division Multiplexing
(WDM) [Unge 84 ©p. 154], which is especially appropriate if
otherwise the limit of electronic pulse-forming and driving
circuits would be reached or exceeded.

If this 1imit is not reached, coherent detection [BaBr_B85,
Stan_85] or Time Division Multiplexing (TDM) [BeEn_85,
GDEB_B85] is appropriate. An operational implementatiom of
ring stations operating with 5 Gbit/s using TPM is reported
in [BeEn_85].

fach multiplexed channel can be managed by an anonymous ring
access protocel or Bsome channels can be managed by a
signalling protocoel exascuted in another channel. As
explained in [Pfil_83 p. 61], this has the advantage that
each station needs only logic for address recognition for a
few channels. A station only listens to some of the other
chennels after executing a protocel for anonymous channel
switching. If the bandwidth of these other channels is
chosen appropristely, the bandwidth can be used fully and
therefore no addressing is needed on these channels.

To adapt the number and bandwidth of channels at higher
layers to the ever changing communication demand, there the
partitioning of the ring bandwidth into channels can be deone

dynamically, especially if TDM is used {GoKi_B5, Goéld 85},

4) In case of duplex channels, the bandwidth required per
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connection can be halved if the medium access protocol
slotted ring is nused: both partners £i11 each slot used by
the connection whenever one arrives.

Phis modification reduces anonymity only slightly: If an
attacker cannot determine that =a slot is used twice per
round, anonymity is not reduced at all. Otherwise, an
attacker surrounding two stations which establish a duplex
channel between each other can observe that. In all other
cases the proof sketched in figure 4 holds [Hock B85 p. 53].
If desired, stations may acknowledge the correct reception
of the data by setting a bit, since the content of a slot
does not return to its sender, so it cannet check for

transmission errors itself.

9. 9.1.2 Performance comparison of star—network and RING-network

In local areas with a few hundred stations the performance of =&
RING-network implemented as a physical ring is roughly as good
as, or even better than, that of an equally expensive usual star
network operated on a "transmission on demand” basis or that of
a broadcast bus network [Pfil_B3, Burl_B84, Birl_ 85, Mann B5].

The first comparison result is a big surprise to most people
(provided that they believe it at all). Tt stems from the facts
that:

¥ Rings of N stations require only N senders and N receivers
{which is the minimum for any network permitting two way
communication), whereas stars require 2N of each. 2 senders
or receivers cost roughly twice as much as one, whereas one
sender or receiver with twice the price will provide
considerably more than twice the bandwidth, if we keep
distance from the limits of technology.

* The overall cable length of a ring grows proportionally teo
the square root of the number of stations in & given area,
whereas the overall cable length of a star grows proportional-
ly to the number of stations. The overall length of cable
ducts is essentiamlly the same for star- and RING-networks.

* As far as packet and message switching is concerned, the



shared medium of a RING-network is a "wider" bottleneck than
the shared complex switching center of a usual star network
operated on a "transmission on demand” basis.

¥ In the foreseeable future, the bulk of traffic in any ISDN
will be mass communication: not only one station but a
significant fraction of all stations will receive it. For
this traffic, a broadcast network is an economical choice. In

the far future, bandwidth will be (approximately) for free

anyway.

Therefore, even people absclutely mnot concerned about user

observability propose connected ring neiworks as Metropelitan

Area Network [Sze_B85].

However, for the foreseeable future, performance and reliability
or cost of large RING-networks, e.g. with more than 10000

stations, become unacceptable for a broadband ISDN.

2.2.2 DC—network

In the first subseciion we are mainly concerned with medium and
physical layer of the OSI model, i.e. we will consider how the
DC-petwork can be implemented cost-efficiently.

In the second subsection we sare concerned with the data link
layer of the O0SI model, i.e we will consider anonymous medium
access protocols which can manage the anonymous broadcast

channel more efficiently than those cited in gection 1.4.1.

2.2.2.1 Cost-efficient implementation

Firat, we will study topologies gsuitable for the implementation

of the DC-network.
Afterwards, we will explain how the number of required high

speed gates can be minimized by division of the broadcast

channel into subchannels.
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2.2.2.1.1 Suiteble topologies

In [Cha3 85], David Chaum suggests to implement superposed
sending on s physical ring network. BEach message bit requires
(nearly) two circulations around the ring: in the first round,
the user bits are successively superposed by the users, in the
second round, the resulting bit is broadcasted. "Nearly" means,
that in & ring of N stations we only npneed 2N - 2 transmissions
from station to station, since the last station in the first
round receives the outcome already then. So it need not receive

it again in the second round (see figure 6}.

Station 1 starts sending
its bit.

Stations 2 to 7 superpose
their bits.

Station 7 knows the
outcome which is tramns-
mitted to the stations

1 to 6.

— == —p» transmission for superposition
—Mtransmission for broadcast

Fig. 6: Exact number of circulations in the DC-network implemen-

ted on a physical ring network

This implementation seems quite efficient because under the
assumption of uniformly distributed traffic it increases the
average expenditure of transmission only by = factor of slightly
less than four compared with a traditional ring access protocol
in which the recipient removes the message from the ring,
whereas on a star or tree network the factor is the number of

stations. But the amount of transmission on each line, i.e. the



required bandwidth, is the same for all implementations, so
implementations on stars or trees might still be better if their

round trip transfer delay is shorter. We will now show thaet this

iz indeed possible.

Naturally, the transfer delay of the network is the sum of the

transfer delay caused by switching and the transfer delay caused

by transmission.

We will see that
1a) the transfer delamy caused by switching in a star or tree

network need only be proportional to the 1logarithm of the
npunber N of stations, wheresas

1b) in ring networks it is always proportional te N, and

28) the transfer delay caused by trepnsmission in a star or tree
network is proportional to the product of the distance d of
neighbour stations and something between the third root of N

and N itself (the square root may be a typical value),

whereas .
2b) in ring networks it is always proportional to that product
of 4 and N.

An appropriate node ("switching center”") for a tree or star
petwork for 1a) is shown in figure 7. It can be seen that it is

much less complex than a normal switching center.
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tree of XOR-gmates for adding: tree of amplifiers:
delay caused by switching delay caused by switching
proportional to 1d n proportional to ld n
=1 1
=1 1
=1 1
n =1 1 n
=1 1
=1 1
=1 1
Each of the inputs on the each of the ocutputs on the
left is copnnected to the right is connected to the
output of one station, input of one station.

Additional circuitry for timing is ignored.

Fig. 7; Node ("switching" center) for the DC—network

1b) stems from the fact that each bit can only be passed on
after it has been received completely, 8o +that each station

causes at least one bit time delay.

The transfer delay caused by transmission is proportional to the
diameter of the network, which is the meximum over =all ordered
pairs of their minimal distance (geodesic [Tane 81 p. 37]) in
the corresponding weighted directed graph.

If there is at most one user station in each cube with edges of
length d (d 2 1m seems quite reasonable), the diameter of any

network with N stations, even if it is fully connected, is at



least the product of d and the third root of N. If our cubes are
arranged in a plane, which seems to be an appropriate model of
the surface of the earth and therefore appropriate for rural
areas, the diameter of any network in rural areas is proportional
to the product of d and the sguare root of N. Since appropriately
designed hierarchical networks have a diameter close to that of
a fully connected network, the square root seems to be a typical
value. O0f course, if all user stations are arranged along a
straight line, the best diameter we can achieve is the product
of 4 and N. This yields 2a}.

With the same assumptions, the diameter of a ring network is at

least the product of N-1 and d, which yields 2Zb).

So if we fix a wminimum distance and describe the influence of an
enlargement of our network in the sense that new user stations
are connected, thereby increasing the geographical span of the
petwork, the +transfer delay caused by transmission is predomi-
nant. So =all we can achieve in this case by the construction of
a network with suitable topolegy 1is an improvement of the
overall network delay by a factor which is proportional to the
sguare root cof n.

If, on the other hand, we connect new user stations without
increasing the geographical span of the network, which will be
the case if e.g. the span of the network is given by the
frontiers of a particular country in which more =and more
citizens realize that observability is a severe threat and join
our DC-network, we can achieve a very significant improvement of
the overall network delay. The network delay only increases with
the logarithm of the number of users, whereas the overall delay
of the ring implementation grows with the number of users.

For reasonable finite numbers of stations and very high bit
rates, (which are typical for a broadband ISDN) the transfer
delay caused by switching is less significant than the transfer
delay caused by transmission, e.g. if our network operates at
5§ Gbit/s, light only travels 4 cm in an optical fiber in the
time needed to +transfer one bit, s0 here again the overall

network delay is shorter by a factor of about the square root of

N on a suitable star or tree topology tham on a ring.



2.2.2.1.2 Mipimization of the number of required high speed gates

As we have explained in sectien 2.2.1.1 3) the use of high speed
gates should be economical by the division of the breadcast
channel into subchannels.

A couple of channels can be multiplexed over moncmode optical
fibers using WDM, coherent detection, or TDM. If these channels
should use the same XOR-gates, amplifiers and timing circuitry
depends on their speed, cost, and reliability. If the overall
cost of the XOR-gates, amplifiers, and timing <circuits is not
much bigger (or even less) when they are dedicated to single
channels we should choose this solution, because it provides
graceful degradation, i.e. the failure of an XOR-gate, amplifier
or timing circuit only affects the corresponding channel.

The same thoughts apply to pseudorandom key generators and the
gates which superpose message and keys inside the stations.
Please note that the superposition of keys and message must be
implemented in a way that no characteristics of the signal
leaving the statibn give hints which value the keys and the
message had. This corresponds to the problem described 1in
section 2.2.1.1 2),

Each multiplexed channel can be managed by an anonymous redium
access protocol or some channels can be managed by a signalling
protocol executed in another channel. As explained in sectien
2.2.1.1 3), this has the advantage that each station needs only

logic for address recognition for a few channels.

As throughput and cost (as well as reliability, but not
necessarily availability, cf. section 3) of any network based on
superposed sending cannot be superior to thet of a RING-network,
in the foreseeable future these networks cannot be built with

more than 10000 stations either.
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2.2.2,2 Efficient anonymous medium access protocols

First, we will mention that slotted ALOHA can easily be extended
(called R—ALOHA in [Tasa_83]) to allow the transmission of a
continuous stream of information in nearly the same fashion as
in RING-networks based on slotted rings with exhaustive service
(cf. section 2.1):
The time is divided into slots, which are organized into
frames. The duration of a frame is chosen to be greater than
the round trip propagation delay of the DC-network. Conseguent-—
iy, each station is aware of the usage status of slots one
frame ago.
A station which successfully transmits in slot m (say), has
the exclusive right to use it in the next frawme.
If an end-of-use bit is included in each slot, it need not be

empty to signal that another station may try to use it.

Secondly, we will explain how the anonymous reservation scheme

mentioned in [Cha3 B5] can be extended to avoid any collisions

(a figure describing the achievable channal utilizetion of

reservation schemes as a function of the ratio

request bandwidth / message bandwidth

and comparing it with that of slotted ALOHA and CSMA can be

fourd in [Toba_B80 p. 478]):
Instead of using single bits for reservations as described,
use entities of m bits (with 2® greater than the number of
stations in the DC-network). Instead of inverting one bit to
signal a reservation (which has the same outcome, whether one,
three, five, ... stations de it), add 1 to one of the entities
of m bits interpreted as binary integer. 0f course, this
interpretation has +to be maintained through the whole network
during the reservation phase and also the keys must be
interpreted as m-bit binary integers. Note that instead of
adding bits modulo 2, m bits may be added modulo 2%. In this
case, one and only one of the two parties knowing each key has
to subtract it, so that superposed sending still works. {This
can be the extemsion of superposed sending to other fields

than GF(2) that David Chaum mentions in [Cha3_85] without
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giving any application for it, though more generally we do not
take a field but Z/222 and could take any abelian group.) If
the final value of an entity of m bits is zero, it was not
used to signal a reservation. If the value is one, & reserva-
tion was signalled succesasfully. Otherwise, aeveral reserva-

tions were signalled unsuccessfully.

Thirdly, we will explain how an Announced Retransmission Random
Access (ARRA)} protocol [Rayc 85] can be adopted. The version
under consideration {extended ARRA) has the advantages that, if
the load is 1light, most packets can be transmitted with one
round trip propagation delay {(whereas in any reservation scheme,
at least two round trip propagation delays are required), and if
a packet suffers from a collision, the retransmission announce-
ment prevents further collisions of that packet (further
collisions can happen e.g. in slotted ALCHA).
Use extended ARRA exactly as described in [Rayc_85] and
implement the minislots using the sabove described entities of
m bits, implement the announcement of a retransmission by &a
minislot by addition of 1 to the m bits interpreted as binary
integer and implewent the ternary feedback of the message
slots by, e.g. a CRC-character.
If you do not want to maintain entities of m bits through the
whole network, use a probabilistic scheme, e.g. invert an

arbitrary one of the m bits.

Fourthly, we have to mention that the two collision-resolution
algorithms described in [Mass_81] can be used instead of ARRA to
push the achievable throughput beyond 1/e, which is the limit of
slotted ALOHA.

Please note that sliotted ALOHA and both the third and the fourth
medium access protocol give an attacker the information that the

packets which suffered the same collision are not sent by the

same station.
In the case of slotted ALOHA an attacker can calculate the

superposition of all slots in a certain time window. If the

superposition of some slots is exactly the content of another



— 42 -

slot sent some time ago, the probability is high that all these
slots suffered the same collision &and therefore are sent by
distinct parties. Of course, this can be hidden by changing the
encoding of all messages which must be retransmitted after a
collision.

In case of the third and fourth medium access protocol, the
medium access protocol itself gives the information which
packets suffered the same collision to all stations of the
pC-network. Therefore, changing the encoding of messages does
not help. The only possibility inp this case {which helps in the
previous case as well) is that a station can simulate collisions

by its own packets, but this of course decreases throughput.

Next, we will explain how carrier sensing (CSMA) ([Tane_81 p.
288] can be used to improve the achievable utilization bevend
1/e, which is reachable with slotted ALOHA, without incurring at
least two round trip propagation delays as does any reservation
scheme and without establishing relations between packets, e.g.
that they are not sent by the same station.

of course, carrier sensing can only help 1if the round trip
propagation delay of the network is short compared to the packet
or message transmission time [Toba_B0 p. 474] {(the comparison of
[KuSY_84 p. 57] does not apply since in the DC-network a message
does not have to propagate through the whole network before the
channel may be reused). Since the lengths of messages and (to =a
lesser degree) suitable lengths of packets are determined by the
use of the network and therefore are not at the discretion of
the network designer, all that can be done is to build DC-net-
works with short round trip propagation delay {cf. section
2.2.2.1) =and to use TOM to increase the packet and message
transmission time, where appropriate (but note that TDM incurs
delay which we wanted to reduce compared with reservation
schemes).

To avoid that a station sensing the carrier can be jdentified by
the time of its behaviour, al]l stations should sense the bits on
the carrier at the same time (of course this does not necessarily
mean that all bits arrive at all stations at the same physical

time; it suffices that the output of bit i of all stations only
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takes inte account all bits wuntil bit i-j, where j is chosen
such that sll stations receive bit i-} in good time).

Then persistent a2s well as nonpersistent CSMA may be used.

Since all stations react absoclutely egual, even collision
detection (CSMA/CD) may be employed: a station which receives as
bit i~j another value than it sent, ceases sending its message
at bit i. This completely digital collision detection {in
contrast to, e.g. Ethernet, where analog collision detection is
employed [Tane_81 p. 293}) guarantees that any sending station
which got its message garbled notices this (and may retransmit
its message later on). Furthermore, completely digital ceollision
detection makes it possible that one message is not changed at
all by the collision, so the station sending it does not notice
the collision at all and successfully transmits its message.
lLet’s be happy about it! End-to-end encryption working (among
other things) as an error detecting code will caich truncated
messages. So let’'s beware of jamming after a collision has been
detected!

If j must be chosen to be great and an attacker must not learn
that the mesmages inveolved in a collision are not from the same
station, the encoding of messages which suffered from a

collision where all stations aborted their message transmission

should be changed.

To sum up, the medium access protocols used to efficiently
manage the broadcast channel of the DC-network must preserve
anonymity, as noted in section 1.5.

In the proof of anonymity of the DC-network [Cha3_85] all
stations are equal to each other. This is in contrast to the
RING-network, where there are special relationships Dbetween
stations, e.g. to be neighbor stations, which in a certain sense
limit anonymity and make the proof of this (limited)} anonymity
more complicated but enable more efficient use of the bandwidth
by distributed and unohservable polling, whereas between
stations which are equal to each other cellisions are always
possible. If reservations are used to avoid ceollisions of

packets, the reservations can collide. If reservation-reserva-
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tions are used to avoid collisions of reservations, the
reservation-reservations can collide, and so forth.
As =an informal criterion that mey be used te Jjudge other
published or forthcoming medium access protocols for suitability
to manage the bandwidth of the BC-network, we state that all
medium access preotocols which
X treat all stetions as absolutely equal (e.g. statiens have mno
unique number as in the Bit-Map Protocol of [Tane 81 p. 2961},
¥ do not establish relationships between messages (e.g. "if
this message is sent by station A, that message 1is sent by

station B"; where A=B occurs in practice more often than

not), and
¥ sllow 8 station to use the whole bandwidth of the broadcast

channel if the other stations do not send anything at all

preserve anonymity completely.

0f course, a formal treatment of the anonymity of single
protocols as well as of the above stated criterion as well as of
anonymity preservation in layered systems in general scenms

worthwhile.

2.2.3 MIX—-netwerk

In the MIX-netwerk, several factors are to be considered: How

many and which stations act as MIXes and how many MIXes are used

per message?

The message length grows at least proportionally with the number
of MIXes chosen. Here message means any independent entity, not
e.g. a part of the information on =a chanonel. (If we have a
starting message and then several others depending on it whose
lengih does not grow, asymptotically it does not matter whether
we consider only the starting message or the total.) Especially
this growth exists for the pure scheme, the return address
scheme {here it is the address part which grows) and alse for
the shortly mentioned scheme where messages keep their length

when they are mixed. The reason is the inclusion of at least 100
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random bits for each MIX. This was necessary because the public

key of the MIX must be used for encryption of at least a part of
the message, because MIX and sender have Do other key in commen,
and otherwise an attacker could try to reencrypt the output
messages of a MIX and see to which input mesaages they corre-
spond,

If we use the pure scheme in a natural way, the message length
grows even exponentially, because the cryptosystem has a fixed
block length, e.g. 1000 bits for RSA, and we peed 100 random
bits for each block as independently encrypted entity. Therefore,
to derive the message Mi, which MIX: shall receive, from Mi+1,
the sender bresks Mi+: into blocks of 800 bits, concatenates 100
random bits to each and encrypts it with ei1. So Mi is at least
10/9 times larger than Mi+1. The same holds for the address part
of the return address scheme.

Luckily, this is not the case for the shortly mentioned scheme
where messages keep their lengih, nor for the fault tolerance
schemes which will be described in 3.1.2.3.1, because in these
sachemes each block of the message is only encrypted with =a
public key cryptosystem once and the other times with a private

key cryptosystem (and there is essentially one block per MIX).

In any case this implies that the expenditure of transmission of
a message grows at least quadratically with the number of MIXes
chosen for it (as the messages are both longer and transmitted
more times). So this number must not be too large. Especially,
not all stations can be chosen as MIXes for all messages in
large networks.

Fortunately, the contents of established channels do not grow
with the number of MIXes chosen, since we may use a conventional
gtream cipher. But since the delay of each channel (and its
expense as well) is proportional to the number of MIXes chosen,

this number cannot be toe large im this case either.

To guarantee short transfer delay for time critical services,
the throughput of a station that acts as a MIX must be very high
because it must always have enough messages 1o mix. These

messages must be decrypted, rearranged, and forwarded. Thus, a
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MIX should be extremely powerful and complex, and therefore will
not be cheap. Consequently, only a limited number of MIXes can
be sfforded in the network.

If the MIX-network is implemented using some user stations of an
existing physical network as MIXes, each message must pass
through the physical network several times, which adds additional
delay to that occurring in the MIXes. But using the switching
centers of the physical network as MIXes cannot be recommended
either, because the probability that they collude is too great
{and the assumption that they are independent becomes altogether

absurd in countries with a telecommunication monopoly as in the

FRG).

To get & better understanding of the interrelation of design
choices, let wus consider the following model of our world. We
first describe the system under consideration, then its load and
our assumptions. Thereafter, some performance formulas are
given, which lead to upper bounds on the number of MlXes that
can be used per message or channel and the total number of MIXes
in the network. The formulas are applied to some performance

scenarios. Along their lines, other performance scenarios can be

developed easily.

Notations concerning the system

Let be
N the number of users,
M the number of MIXes, where M ¢ N,

U [bit] the smallest encrypted unit of the cryptosystem used,
e.g. U = 1000 for the HRSA public key cryptosystem
or 1 $ U ¢ 64 for the DES used as a stream cipher,
T [{sec] the time to encrypt/decrypt a unit of the cryptosysten,
e.g. T = 1/64 for the RSA public key cryptesystem
or 1 ngec { T $ 4.5 microsec for a stream cipher
(the latter value is caleulated by the performance
of the fastest DES chip: 64 bit / 14000000 bit per sec)
Dutw[sec] the MI¥-to-MIX delay, i.e. the time per MIX for

switching and transmission without decryption,
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e.g. 0.001 sec = 200 km / 200000 km per sec,
that means, MIXes are at most 200 km apart
Dtra[sec] the maximal transmission delay in the network without
any MIiXes (one direction) =
network diameter / propagation delay,
e.g. in a worldwide network
Dira = 20037 km / 200000 km per sec » 0.1 sec

Notations and sssumptions concerning the load
We asssume
% equally distributed traffic between users,
¥ equally distributed traffic through MIXes
(otherwise the situation for MIXes with 1less traffic apd so

the situation for users using these MIXes gets Wworse),

% that the same number of MIXes are used per connection,
message, or packet,

% that, if dummy-traffic is used at all, it is used end-to-end,
so that dummy messages can be treated as increasing the rate
of normal messages, and

% that each MIX outputs batches of messages or packeis or set up

connections, respectively, at fixed time intervals.

So let be
rev[sec-t] the rate of the event under consideration, e.g. that

a user initiates a connection (0.01 § rev § 10-8),
0.0001) or
0.01)

a user sends A message (typical rev

a user sends a packet (typical rewv
a [sec] the acceptable delay, e.dg.
connection set up for (video) telephony: 10 sec,
transfer delay {(one direction) for
(video) telephony: 0.2 sec
interasctive videotex: 10 sec
electronic mail: 1000 sec
riralbit/sec] the bit rate of transmission in the network
rsen[bit/sec] the bit rate of the service at the sender, e.§g.
telephony: 64 kbit/sec
video telephony: 34 Mbit/sec
u [bit] the frame length of the service, 1i.e. the number of




message bits in each encrypted upit. We have usll and
typically u=U for a siream cipher and u=0-100 for the
pure MIX scheme because of the random bits. Choosing =a

smaller u can shorten the delay, but at the cost of

greater transmission overhead.

m the number of MIXes used per message
t [sec} the length of the interval between twe (batch) outputs
of a MIX

We will further assume that in case of packet switching the pack-
et length divides U, so that there is no additional delay for
reblocking. In reality these packet lengths can be rather great
(e.g. at least B0+20+8 bit = 12800 bit for interactive videotex
or about 100000 bit for electronic mail). This would prevent
them from dividing U,

We will also ignore the growth of the message due to inclusion
of random bits in case the original MIX-scheme with a public key
cryptosystem is used.

(These are conservative assumptions if we derive upper bounds

for the numbers m and M,)

Formulas
We want to compute
v, the {expected) number of events (see rev) per MIX and bateh,
D [sec]), the maximal delay of mesaages,
and then our minimum requirements are
(1) v 2 2
(2) D § a.
We have N

v:

D can be computed as

D = Bsen + Dtra + Dmrx,
where Dsen denotes the {(maximel) delay at the sender, and Dmix
that by the m MIXes. Ditra 1is the maximum transmission time for
messages in the network without any MIXes. (If every user chose
his m independently, those who knew where the recipient lived

could work with the real transmission time inastead of Dira.)
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We have
u

Dsen = + m+*T

Tsen
because un bits must be awaited and then encrypted m times.
Duix depends on how the times are coordinated when the different

MIXes output batches. Ip any case

Durix 2 m ¢ (Dutm + Decry),
where Dcry denotes the delay caused by decryption at each MIX:

U

Dery =
Ftra

If the MIXes are completely uncoordinated, we must take

Duix = m * (Dmtm + Decry + t),
because at each MIX it can happen that the message arrives just
too late to be included in one batch and thus has to wait for
nearly the time t in addition to the time for mixing. If we were
satisfied if the delay is acceptable with high probability, we
could take

Duizx = m * (Duitmw + Dery + cot)
for some ¢ with 0.5<c<1, because 0.5+t is the expected waiting

time at each MIX.
If all MIXes cutput their batches at the same time, we must take

at least
Dvix = m * max {Dwtwm + Dery, t}
(If t < Dutm + Dcry, then more precisely Du:ix is m times the

smallest multiple of t larger than Dutm + Dcry, but making t
smaller than Dwitw + Dcry makes no sense in this case, because
the messages coming from other MIXes are not ready te be eoutput
gt that time vet. Also more precisely at the first MIX the
message may have to wait the complete time t.)

As long as the users may choose arbitrary sequencesa of MIXes, we
cannot do much better than that. For Duem+Decry < {M-1)/M * t the
best possibility is that the M MIXes output batches one at a
time at intervals of t/M. Then we can guarantee

M-1 M-1

DMrix = m * =m=— + t = m * max {Dwim + Dcry,

M M

s t}.

If we restrict the users’ freedom to choose arbitrary sequences
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of MIXeg, we can do much better for large t by dividing the
MIXes into classes and letting each class output its batches
Dutx+Dery seconds after the previous one. If the users are
forced to choose MIXes of successive classes for their messages,
it is guaranteed that the messages must only wait at the first
MIX, so

Duix = t + m ¢ (Dutm + Dery).
In any case our requirements are

1
(1) M § — *m + t * rev * N
2

u
(2) o + m*T + Dtra + Dmix £ 8 -

I'sen

For the case of arbitrary sequences of MIXes and simultaneous

output of batches we get

U u
+ 2T, t+T} § a — Dtra —

tra Tasen

(2)<==>(2'): m ¢ max {Dutm +

and for fixed orders between MIXes

U u
+ 2«7 ) § a — Dtra - .

rtra I'sen

(2)<==>(2"): t + m ¢ ( Duem +

From now on we will only treat these two cases.
Usually m, t, and M are to be <chosen and the rest of the

parameters is fixed. For these in our scenarios we take the

examples mentioned in the notations.

In all scenarios we will start with somne {conservative)
estimates to simplify (27) and (2").

E.£. u/rsen is always small compared to a and thus left out.
(Also a — Dira will be of the same order of magnitude as a,
otherwise a was overspecified.)

Also in most situations two of the three terms in the sum Dmim +
U/rsra + 2T are small compared with the third and left out, and
we will also ignore the term T in t+F in (2%).

If we denote the equations (1), (2), (2*), (2") with the special
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parameters of a scenarie x by {1.x), (2.x), (2’.x), and (2".x},
resp., these estimates lead to equations (3’.x) and (3".x) as

consequences of (2’.x) and (2".x), resp., of the form
(3’.%x) m+max { k , t} £ b
(3".x) t +m -k < Db

From both we can derive the same upper bound

b
(4.x) m § -
k

for the number of MIXes that may be used per message in scenario
X.

To derive an upper bound for M, the overall number of MIXes,
from (1), we must first derive one for m*t from (3'.x) or
{3".%x}, respectively.

From (3’.x) we simply take m*t § b, so0 together with (1) we get

an equation

(5’.}() M £ — * b * rev * N

2
{where the values of b and rev are given).
In the case of restricted orders of MIXes, where we have
requirement (3".x), m+*t is maximal if t + m*k = b, so
met = m*(b - k*m). This function inm m takes its maximum for
m = b/(2*k). So me*t is maximal for m = b/(2*k} and t = b - m*k,
thus t = b/2. These equetions imply

b2

met § e——,
4k

Therefore (1) and {(3".x) together lead to
1 bz

(5".x) M § =—
2 4k
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S8cenario 1: Electronic msil

Here we have B = 1000, sc we can ignore Dira and take

b = 1000 .
Also, because here we have the original MIX scheme with RSA as

cryptosystem, Dxtm and U/rtra are small compared with 2+T = 1/32.

50 we take

This yields
(4.1) m § 32000

1 1
{(5'.1) M § =— ¢ 10060 *» 10-%4 ¢ N = o= + N
2 20
1 1000232
(5".1) M § m= » 10-4 « N = 400N
2 4

S0 not more than 32000 MIXes can be used per message. If the
users can choose arbitrary sequences of MIXes, not more than 5%
of the users can act as MIXes. From (5".1) we get a requirement
weaker than M § N, so that in that case all stations can act as
MIXes (which was necessary if the MIX scheme was to be used as
sender anonymity scheme).

All this looks quite goocd, but before really using 32000 MIXes
per message, one should elso consider how to handle the growth
of the message length and how complex the MIXes would be (e.g.
we only considered a single message, 80 we somehow assumed that

the MIXes mix all messages in parallel).
Now we will concentrate on scenaricos with more stringent

performance requirements.

Scenariec 2: Telephony with circuit switching

Actually, this is a group of scenarios, especially because we
have two kinds of evenits, connection set up and actual transmis-
sion. If formulas are specific to one of these two kinds of

events, we distinguish them by suffixes ’con’ for connection set



up and 'tra’ for actual transmission.

For connection set up we must fulfil requirements (1) and (2) as

usual, i.e.
{1.2con) enough circuits must be established teo gain traffic

security, and
(2.2con) the delay eof the connection setup must be acceptable.
As we have the priginal MIX scheme for connection set up again,
we take k=1/32 1like in scenario 1 and b=a=10) this time. So we

have
(4.2¢c0on) m § 320,

1
{(6,2con) M § — >+ 10-% + N ,
2

and
1 10232 1
(6".2con) M § =— ¢« 0% ¢ N = = + N
2 4 25
This implies that at most 0.05% or 4%, resp., of 8ll stations

can act as MIXes.
The requirements for the actual transmission are weaker than

usually: If (1.2con) 1is fulfilled, there is no additionsal
requirement (1) for actual transmission necessary, because a MIX
can always mix the corresponding bits of the channels that were
set up together as soon as all of them arrived {(so we need not
fix times when the MIXes output batches a priori), and the bits
do not even have to wait at the first MIX once the channel is
established (except for waiting for that channel with the
longest MIX-to-MIX delay, but this does not appear in our
formulas since we use the maximal delay Duen anyway). So the
only requirement for actual transmission is
(2.2¢ra) m *+* k § b,

where k and b have their usual meaning. For choosing k and b we
must now distinguish between networks of different sizes {(note

that now a stream cipher is used instead of RSA).

Scenario 2A: Worldwide network

Here Dtra = 0.1, Dmim = 0.001 and U/rtra and T are small

compared with Duim. So we take
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Dutwm = 0.001

=
1§

and
B = a — Dtra = 0.1 .
Then we have

{4.2Atra) m £ 100
This requirement is stronger than that derived from connection

set up. It means that each message cannot use wmore than 100

MIiXes.

Scenaric 2B: Local area mnetwork

Here Ditra and Dutm are smaller thap in scenario 2A. As b 2 0.1

and k § 10-%, we do not get a better bound for m than (4.2con},

so at most 320 MIXes can be used per circuit.

Scenario 2C: Adding dummy traffic

If we want to take a higher percentage of stations as MIXes, we
can agsin gain traffic security by adding end-to-end dummy
traffic.

By formula (1) and consequently alsoc from (5'.x) and (5".x) it
is emsily seen that in order to take more MIiIXes by a factor of f
we slso have to increase the rate of events by a factor of f.
Especially, if all stations want to act as MIXes for telephony,
and users want to choose arbitrary seguences of MIXes, we must

increase the traffic by at least a factor of 2000.

Scenario 3: Telephony with packet switching

Here we use the original MIX scheme with RSA not only feor
connection set up, as in scenario 2, but for every packet. Again
we take k = 1/32, but this time combined with a = 0.2. For a
worldwide network with Dtra = 0.1 (scenario 3A) this implies
b = 0.1 and therefore

(4.3A) m § 3.2
and for any network (scenario 3B) it implies b § 0.2 and there-

fore
(4.3B) m ¢ 6.4
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8o for each telephone call at most 6 MIXes can be used, and in a

worldwide network only 3, which is much worse than if we use

channel switching.

With requirement (1) we will first be very generous, i.e. we
will not consider that an attacker can correlate the times when
telephone calls start at the senders and receivers (see 2.1.2).
Then the events for which traffic security must be guaranteed

are just the sending of packets. Their frequency corresponds to

a rate

I'sen

Tev = rcon * d *

i}

where rcon is the rate of comnnection set up and d the expected

duration of a telephone call, so

640600
= 10-4 « 180 ¢+ —m——= = 1.152
1000

Tav

8o for a worldwide network we get

1
(5*.3A0) M £ ==+ 0.1 « 1.152 *+ N = 0.0576 « N
2
and
1 0.12+32
(6".3A) M § — ¢ ——sem—— ¢+ 1,152 ¢+ N = 0.04608 * N
2 4

(We see that our estimates leading to (5°.x) were not very
sharp: O0f course the bound derived from (5".x) also holds for
the case of arbitrary sequences of MIXes. )

For an arbitrary network we only have to change b from 0.1 teo

0.2, so

{(6”.38) M § 0.1152 * N
and

(5".3B) M ¢ 0.18432 + X
All these formulas seem to allow a rather large percentage of
MIXes among the users (or make not teo much dummy traffic
necessary if all users want to act as MIXes). But ip reality we
should not risk the statistical attack on this scheme.

A countermeasure would be to start and finish telephone calls



only at the beginning of fixed time intervals (longer than t, =0
in contrary to channel switching, this must now be supervised by
the user stations). If the delay Duix is fixed (which 1is not
too difficult to achieve if each MIX adds a time stamp read by
the next MIX) and because all packets wuse the same number of
MIXes, all the receivers get the first packet of a call a fixed
amount of time (which varies only by the delay between the last
MIX and the addressee) after the beginning of each time
interval. The same applies to the last packet of a call.

The anonymity guaranteed by this scheme is not easy to compare
with that of channel switching (if a scheme with only three to
six MIXes per message is to be considered secure at all),
especially if different routes are used for different packets of
one call:

On the one hand it is an advantage that the beginning and end of
a call cannot be recognized at the MIXes, only at the sender and
recipient, on the other hand the attacker can take the length of
calls into account and, if different routes are used, it is

possible that an alternative which was possible for one packet

becomes excluded by the next.

2.3 Heterogeneous networks

In the preceding sections we remarked on implementations of the
basic concepts for anonymous networks without congsidering that
noet all traffic flow in an ISDN is sensitive or must be equally
unobservable. Both may be substantiated by examples.

1. If every household gets its electricity bill by the electric
power-supply company via the ISDN, only the contents of the
bill, but not its existence, gives information to an attacker.

2. In spite of the necessary unobservability of a TV-show’s

receivers, its sender need not be unobservable.
More generally, mass communication by its very nature is
heterogeneous (or more precisely: asymmetric) in two
respects: only its reception must be unobservable and the
bulk of traffic only flows in one direction: to the users.

Therefore it seems worthwhile to examine whether we can design
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cheaper networks by exploiting these traffic characteristics.

Nevertheless we want to add a warning:

It has been suggested in numerous discussions (e.g. with David
Chaum) that, in order to save transmission expense, users should
choose for themselves which of their communication relations
{also of +those which are not common to everybody) are sensitive
and which are not and should only use unobservable communication
for the first kind. We do not endorse this for several reasons:

- Most data gained by traffic analysis (just like other
personal data) are not "gensitive” by themselves, but can be
combined with lots of other data to deduce personal profiles
or really sensitive data.

- Privacy should not depend on the personal budget (because
probably unobservable communication would be more expensive,
some people might feel they cannot afford it even if they do
consider their communication as sensitive).

- The very fact that someone chooses unobservable communication

might arise suspicion.

But let wus now examine the possible savings due to special

treatment of wunsensitive traffic in networks that are designed

for anonymity:

if MIXes are employed to make sender and recipient unlinkable,
unsensitive traffic need not pass any MIXes, which decreases the
pumber of required MIXes in the network as well as the transmis-—
sion capacity which must be provided by the physical network.
For the latter statement we assumed that the switching centers
of the network are not identical with the MIXes {cf. section

2.2.3).

if the RING-petwork or DC-~network are employed to provide sender
and recipient anonymity, constant visible implicit addresses may

be used for unsensitive traffic to decrease addressing and

address recognition expense,

If the DC-network is employed to provide sender and recipient



_58_

anonymity, sender anonymity can be dropped for some part of the
bandwidth. This saves key distribution or generation and
superposition for that part and allows the use of very efficient
special purpose medium access protocols (e.g. fixed assignment
for TV-stations) or at least the wuse of nonanonymous general
purpose medium access protocols to manage that part, if

nonanonymous medium access protocols are more efficient than

anConNymous ones.

Since for the foreseeable future TV will provide the bulk of
traffic users will wish to receive in any ISDN, it 1is important
to provide recipient anonymity as efficiently as possible.

As we noted before, both the DC—network and the RING-network use
broadcast to achieve recipient anonymity, which is the only
reasonable concept. Therefore, each efficient implementation of
the DC- or RING-network efficiently provides recipient anonymity
nlthough not necessarily to the highest degree.

In the RING-network, neither the full/empty bit in the case of =
slotted ring nor token passing in the case of a token ring is
peeded for that part of the bandwidth which is dedicated to mass
communication, since fixed assignment may be used.

In the DC-network, where some implementations, e.g. star
networks, can equip stations with different bandwidth for
reception and sending, money may be saved by using sending
equipment with 1less bandwidth. But please note that if we build
an asymmetric npetwork on the physical layer we cannot have a
movable boundary between these different types of traffic by
changing the medium access protocol of the data link layer. The
latter may be very useful if we have a lot of interactive

business communications during the day and can use the same

bandwidth for TV in the evening.

Please note that in about a decade the technical development of
coherent detection [BaBr 85, Stan_85] will enable very cost-effi-
cient very high performance implementations providing recipient
anonymity, and that even today WDM [Unge _B4] allows to overcone

limitations of electronic pulse-forming =and driving circuits.

Therefore network designs which
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a} treat transmission bandwidth as a very scarce resource, i.e,
the network is only able to transmit that amount of bits teo
the wuser station which it really needs and the user station
is not able to select the bits it has to process out of a
high number of bits without interest to its user, and as =a
consequence

b) propose networks by which wusers are completely observable
even much more technically obsolete than they are today (cf.
section 2.2.1.2).

Network designs which minimize transmission bandwidth and
maximize user observability are BIGFON [Brau_83, Kanz_83] and
the IBFN planned by the german PTT [Sché_84, ScSc_84], both
operated on a "transmission on demand” basis even for the

classical broadcast services TV and radio.

2.4 Hierarchical networks

As mentioned in section 2.2.1 and 2.2.2, in the foreseeable
future networks which provide sender and recipient ancnymity
cannot be built for the number of stations an ISDN would have,
if each user station is allowed to send 64 kbit/s for telephony,
not to speak about 34 Mbit/s for video telephony. The same is
true if we restrict our requirewents to recipient anonymity
alone, as the following calculaticn shows:

Let each user station receive 100 Ghit/s and 50 million users
join the network. As experience suggests, 20 million users
might use the network at the same time. If each user sends more

than 5 kbit/s, the network will be heavily overloaded,.

Since we can hardly drop recipient anonymity (cf. sections 1.1
through 1.4, and 2.3) and have to achieve high performance, it
seems ressconable to divide the network stations statically or
dynamically into groups which perform broadcasting and one of
the schemes of paragraph 1.4 and to sasupport the possible

groupings by a physical structure.

This physical structure may have two or more hierarchical



levels. Together with appropriste medium access protocols, it
has te support packet and channel switching.

Just like packets are forwarded hop by hop in any hierarchical
network, ¢hannels are switched by concatenating channels of the
different levels of the hierarchy. Therefore, we will concentrate
on packet switching and we will only mention channel switching
where hierarchical networks enable optimizations or make

cptimizations more attractive.

2.4.1 Switched/broadcast network

The most reasonable way of defining the quality {as far as
unobservability is concerned) of an ISDN that shall provide
sender and recipient anonymity and where the special mnature of
stations is not yet known seems to be by the nunmber of stations
amongst which a sender or recipient can be hidden at given cosat.
With this definition the best kind of ISDN seems to be =a
switched/broadcast network structure (SBNS), a two level
hierarchical network. At the lower level, stations are statically
grouped into physical local area networks, on which broadcasting
and one of the concepts for anonymous sending are performed. At
the higher level, these broadcast subnetworks are connected by
an arbitrary switched network as backbone (figure 8) [Pfit_B83,
Pfi1 B3, Pfit_84, Pfit B5, PfPW_86].

The breadcast subnetworks comprise as many user stations as cost
(determined by the available technolegy) and service expectations
of users permit.

Adresses comprise two parts, an outer explicit address and an
inner implicit one., Implicit addresses sare used to distinguish
stations attached to the same broeadcast subnetwork, whereas
explicit addresses are used in the switched backbone mnetwork fio
select the broadcast subnetwork of the addressee. By this two

level hierarchical addressing scheme, broadcast in the backbone

network is avoided.



- B1 -

subnetwork

broadcast subnetwork broadcast

{implicit addressing) {implicit addressing)

gateway CJ

switched backbone network

{explicit addressing)

gateway ) (2 gateway

broadcast subnpnetwork broadcast subnetwork

(implicit addressing) {implicit addressing)

Fig. 8: Switched/broadcast network

The broadcast subnetworks are statically fixed, which offers two
advantages: They are easily and efficiently iwmplemented
physically and the intersection of the user stations deseribed
by different explicit addresses used for the same user station
comprises all user stations of that broadcast subnetwork. BSo
there is no possibility of making mistakes in generating
addresses, i.e. of giving different kinds of addresses (whose
intersection designates exactly one station) to someone during
the same correspondence.

Some deteils of the operation of +the subnetworks (RING- or
DC-networks) deserve detailed examination. In both cases, there
will be one or more gateways to the switched backbone network.
These gateways both receive and send a significant fraction of
the subnetwork’s traffic. Since both actions do not require any
uncbservability, some optimizations of the basic implementations

of the RING- and DC-network can be cbtained.

If a RING-network using slotted ring as medium access protocol
is employed as broadcast subnetwork, each gateway can empty
slots whosze content it received correctly and which it forwards

to Lhe switched backbone network. If the gateway has something



to send, it may use the emptied slots immediately. A combination
of this and the technigue of section 2.2.1.1 4) enables very
efficient circuit switching throughout the SBNS.

if a DC-network is employed as broadcast subnetwork, the
superpeosition of keys should be done in such a way that a
gateway is the first t{o get the result. In this case, the
gateway is able to decide what should be broadcasted to all
stations of the subnetwork and what can at once be forwarded to
the switched backbone network, thereby optimizing the use of the
inbound-broadcastchannel to the user stations. The specific
action of the gateway depends on the anonymous medium &access
protocol which manages the outbound-DPC-channel from the user
stations.

if slotted ALOHA is used, the gateway has to broadcast whether a
successful transmission took place in each slot. If the content
of a slot is addressed to one station of the subnetwork, the
gateway has to broadcast the content of the slot, of course,

If a reservation scheme is used, the gateway has to broadcast
the outcome of bits used to signal reservations. if the
reservation scheme does not aveoid collisions completely (cf.
sections 1.4.1 and 2.2.2.2), the gateway additionally has to
broadcast whether a successful transmission took place.
Generalizing these two examples we state that only the control
information required by the protocol under consideration must be
broadcasted by the gateway. The bandwidth saved by suppression
of information intended for other subnetworks or of garbled
information may be used to broadcast information arriving from
other subnetworks as well as mass communication.

0f course, this scheme is only effective, if the control
information is only a minor part of the transmitted information
as in the above mentioned protocols as well as in R-ALOHA, ARRA
and the collision-resclution algerithms (all mentioned in

saection 2.2.2.2). Therefore, this scheme is inefficient for CSMA

protocols (cf. section 2.2.2.2).

If appropriate physical ring networks are used as broadcast

subnetworks, their bandwidth can be shared between a RING-network
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and a DC-network (so we get a heterogeneous network, cf. section
2.3). In the 1local area, this allows a combination of the
efficiency of the former with the powerful unobservability of
the latter.

Additionally, for services with low performance requirements
superposed sending can be performed in larger groups than those
supported by the physical structure of the network.

Both measures may be performed in a way that the users classify
the traffic originated by them into a more sensitive and a less
sensitive class and choose the appropriate part of the bandwidth
accordingly, but the warning in section 2.3 applies (though in a
weaker form). Alternatively the classification can be done
according to the service used, e.g. all broadband communication
uses the RING-network part, all telephony uses the DC-network
part in the local broadcast subnetworks and all electronic mail
uses superposed sending in groups comprising ten local broadcast
subnetworks.

Another extension may be that MIXes foil traffic analysis of
some classes of data in the switched backbone network. Of
course, as far as enough noncolluding MIXes, enough crypto
capability at user stations, and enough bandwidth are available,

all traffic passing the switched network may be mixed.

As noted in section 1.5, the MIX-, DC- and even the RING-network
can be considered to be virtuasl concepts. The same 1is true for
the SBNS (and all networks which will be described in the
following).

Therefore one may ask why we group the stations of users which
are only close apart from each other in a broadcast subnetwork
implemented by a local area network instead of grouping the
stations of wusers which are similar to each other in some
respects. For exsmple, senior students work some hours later
than most other people or read other newspapers than blue collar
workers. If just one tabloid is ordered at 6 o’cleck in the
morning in a subnetwork which connects 999 students and one blue
collar worker, it seems to be guite clear who ordered the

tabloid.
The answer to the question above is that locsl Dbroeadcast



subnetworks can be implemented much more efficiently than wide
ares broadcast subnetworks, so we would hope that we could push
technology not only to include 999 students but 999 blue collar
workers as well in an advanced version of our local broadcast
subnetwork mentioned in the example. This seems more promising
than grouping similar users 1in small "virtual™ broadcast
subnetworks. Especially, we can neither define what are similar
users (users which are similar 1in some respect may be quite
dissimilar in another) nor have we an accepted quantitative

definition of unobservability taking similarities of wusers into

account.

2.4.2 Broadcast/broadcast network

If we think that an attacker is pot able to control too many
gateways, we may want +to foil traffic analysis at the second
level of the hierarchy as well. Then the concept of a broadcast/
broadcast network as depicted in figure 9 springs to mind, since
under the above assumption it can provide nearly the unobservabi-
ity of a nonhierarchical (flat) DC~ or RING-network at
significantly less cost [Pfil1_83 pp. 66, 67]. The reason for the
last statement is that most lines in the network (all 1lines 1in
the subnetworks) and nearly all stations (all user stations) do

not have to operate with the speed of the broadcast backbone

network and gateways.

For the Tforeseeable future, though, the performance of a
backbone broadcast network which can be provided at reasonable
cost cannot accommodate the demand of a pational ISDN, not to
speak about an international one.

Therefore, broadcast/broadcast networks can only be used on some
channels for services with 1low performance requirements (cf.
section 2.4.1) or as subnetworks e.g. in a switched/broadcast/
broadcast network or, more generally, in a switched/(switched/)*

(broadcast/)*broadcast network (using Kleene’s star mnotation

(WaGo 84 p. 117]).
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Fig. 9: Broadcast/broadcast network

in the case a RING-network is used as implementation of the
backbone broadcast network, an attacker must mnot only be
prevented from controlling toc many gateways but also from
controlling too many lines. Otherwise he would get as much
information as in the cheaper SBNS. As it seems difficult to
protect long-distance lines physically, virtual-link-by-virtual-
link encryption must be used. But the fact that no link-by-link
encryption is needed was just one of the advantages of a

RING-network.

I1f & DC-network is used as implementation of the backbone
broadcast network, tapping of the lines gives no information at
all to¢ =an =ttacker, so0 no additional protection for the

long-distance lines is necessary.

5ti11 in both cases, if the gateways are all operated by the
same operator and have the same manufacturer, as will probably
be the case in a state with a telecommunication monopoly as in
the FRG, the manufacturer must be controlled mnot to install
Trojan Horses and the operator must be prevented from «causing

any harm by placing the gateways into tamper-resistant modules



{cf. sectien 1.1). Both measures way be rather expensive,

If these conditions can be satisfied ("satisfied” here has a
meaning of social amcceptability and adequacy of trust to risk;
if these conditions would be satisfied im an absolute sense, we
would only need link-by-link encryption to reach unobservability
of wusers in nearly any network), the broadcast/broadcast network
becones a cost-efficient [sze 85] alternative to "flat"
broadcast networks as subnetwork in switched networks.

If these conditions csnnot be satisfied (or the users are not
convinced that they are satisfied), we have to concentrate on
building as sizable and efficient "flat" breadcast subnetworks
as possible or build broadcast networks whose size can be chosen

dynamically by the users as explained in the next two secticns.

2.4.3 Pree network with dynamic key graphs

To be able to partition the broadcast network dynamically, we
can physically build a tree network [Yemi 83, SuSY_84, LeBo_83,
BoLe 83, Alba_B83, ClLe_81]}].
We slightly modify the routing rule to partition the tree
network concerning the reception of messages:
Each message M travels first in direction of the root until it
reaches a mnode F, which is known to be a father of the
addressee.
F stops M traveling to the root and broadcasts it to all its
S0ns.
The sons broadcast M to their sons and so on.
Figure 10 shows a possible situation, where four intermediate
nodes each broadcast a particular message to their sons.
That way, we increase the throughput of our broadcast network
concerning the reception by a factor of 4 in the situation of

our example, but decrease the number of stations amongst which a

recipient can be hidden accordingly.
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Fig. 10: Tree network with dynamically partitioned broadcast

To achieve anonymity of the sender, superposed sending is used.
The additions mod 2 are done on the way towards the root.

To achieve higher throughput than in a plain broadcast network
not only concerning the reception of messages, but concerning
the sending of messages as well, we can use a time division
partitioning of the tree and appropriately chosen dymnamic key
graphs.

In the first time partition (potentially) global (e.g. interna-
tional) traffic takes place: all messages travel to the root and
are broadcasted world-wide. Keys for this time partition can
(and should be) shared with other user stations all over the
world.

In the n+18! time partition, all messages travel only to the
ath msons of the root (representing e.g. continentals, =states,
districts, ...). Keys for these time partitions are only shared
between user stations which are sons of the same n*™ son of the

root.
After the most local traffic is served, the most global traffic

is served agsain.

All medium access protocols described so far can be used to
manage the bandwidth of each partition, albeit with different

efficiency. CSMA, for example, seems not ifo be suited to

international traffic.



[f it seems appropriate, the sequence and length of partitions
can be dynamicslly adapted to the varying demands of users,
characterized by their present traffic volume, its possible
locality (most local time partition where sender and addressgee
are in the ssme partition) and the locality chosen by the user
station for it (possibly a more global time partition).

If the more global time partitions or the tree network as 8
whole is only slightly used, user stations can transmit messages
in & more global time partition than necessary to use the
superfluous bandwidth te further decrease user observability.
Because the intersections of subtrees are empty or the smalleat
one, there are no possibilities to make mistakes ip chosing time

partitions, which corresponds to chosing explicit addresses.

0f course, the global time partitions will be overcrowded most
of the time, since our tree network operates at its root with
exactly the same bandwidih as do =all user statiomns, and all

international traffic has to pass through the root.
Therefore, it is necessary to get rid of this bottleneck by

combining our tree network with the concept of the SBNS, that is
switching in the higher level(s) of a network. This will be

explained in the next section.

2.4.4 Switched/tree network

If the scheme of superposed sending is used, +the SBNS can easily
be combined with +the tree network with dynamic key graphs
yielding a switched/tree network. The partitioning into local
broadcast networks can then be made variable by changing the
depth of the switched backbone network as depicted in figure 11.
The depth of the switched backbone network may depend on the
volume of traffic and/or the sensitivity class of the traffic.
As explained in the preceding section, different time partitions
may be used to accommodate different sensitivity classes
quasisimultaneously.

The price to be paid for this adaptability is, that all nodes

potentially at the border between broadcast tree network(s) and
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awitched backbone network must be able to act as gateway. That

is the reason why we depicted these nodes by larger circles in

figure 11.

Fig. 11: Switched/tree network

than

The wish of some users to be protected by other stations
their physical neighbors can be supported by the network in case
of superposed sending on tree structures if the backbone network
comprises a tree structure, too, because then the border between
local broadcast networks and the global switched network can be
chosen arbitrarily near the center of the network. So the
network cam be operated 1in several modes, where of course the

most anonymous one offers the smallest bandwidth to each user.




3 Fault tolerance

So far, all networks without user observability are serial
systems in the sense of reliability: all MIXes of a chosen
sequence of MIXes, all stations of a RING, and all stations
taking part in superposed sending have to work correctly. To
fulfil the high reliability requirements on an ISDN, each acheme
must be extended to include some fault tolerance mechanisms.
These mechanisms may work end—to-end, i.e. the sender reiransmits
a message if it does not receive an acknowledgement after a
certain period of time. Even if the sender chooses a different
encoding of the message for each retransmission, the retransmit-
ted messages may enable statistical attacks in some networks.
Moreover, the performance of such mechanisms in terms of average

transfer delay, variance of transfer delay, or usable throughput

may be unsatisfactory. Therefore, it seems worthwhile to use
mechanisme which avoid end-to-end retransmission wherever
possible.

Moreover, retransmissien only helps if the fault is transient
{or if the retransmission can circumvent it). To <cope with

permanent faults, reconfiguration and error recovery &are

necessary.

Before considering the MIX-, DC- and RING-network, we want to
remind of section 1.5 on layering.

As mentioned there, the medium, physical layer, data link layer
and the lower part of the network layer of the MIX-network =as
well as the medium and the lower part of the physical layer of
the DC-network may be implemented arbitrarily. Since we do not
intend to write & survey on the implementation of fault tolerant
networks in general, we will only note that in these (sub)layers,
all fault tolerance mechanisms deemed appropriate may be applied
without any restrictions caused by anonymity requirements and
that layered systems can easily be constructed in such a way
that faults (which cannot successfully be handled in the layer
in which they occur) only propagate to higher layers (which may
handle them) and never to lower layers.

The upper sublayer of the network layer generates aponymity in



the MIX-network as do the upper sublayer of the physical layer
in the DC-network and the medium together with digital signal
(re)generation in the RING-network. Since unreliability of these
(sub)layers causes end-to-end retransmissions if we do not add
faulit tolerance mechanisms to these (sub)layers or the layers
close above, and in these layers inappropriate fault tolerance
mechanisms could destroy anonymity, we have to design or adapt

appropriate mechanisms,.

Since the application, presentation, session and transport layer
entities only concern the service for a single user and usually
reside in the wuser equipment (which can be assumed to function
properly, since otherwise the user cannot expect any service)
and their actions are at least partially time-decoupled from the
much faster events at the lower layers and all user stations
seem to be egual to each other (ec¢f. the summary of anonymous
medium access protocols in section 2.2.2.2) we suppose that
these layers will not pose difficult reliability or ancnymity
problems. Due to restrictions in our time and paper budget, we

will therefore concentrate on the remaining layers.

3.1 MIX-network

In the MIX-network, fault tolerance is especially necessary and
useful in the case of return addresses where the end-to-end
timeout and retransmit approach does not work satisfactorily for
all services, especially those where no reasonable timeout is
possible (e.g. electronic mail). The reason for this 1is that
only the original sender, not the sender of the return message,
can construct another address as replacement for an unussable
one, if a MIX breaks down which must be passed. If end-to~end
retransmission has to be used in this case, every user station
has to monitor the availability of every MIX which will be
passed by a message guided by an outstanding untraceable return
address and send another untraceable return address if it

becomes unavailable.
To provide fault tolerance in the sublayer implemented by the



MIXes, there are three obvious posstbilities:

1) Let every station generating an nddress incorporate multiple
diverse seqguences of MIXes and let every station ugsing an
address try opne sequence and after a timeout the next one
(dynamic redundancy) or all sequences in parallel (static
redundancy) .

2) Let every MIX choose one or more MI¥es as backups for

itself, which receive its private key and are announced to
all other MIXes to be its backups.
If s certain amount of time can be spent on establishing the
backup service, the backup MIXes may receive only parts
[Sham 79] of its private key. If the MIX under consideration
fails, these MIXes must cooperate to establish the backup
facility. This guarantees that, as long as no quorum of the
other MINXes cooperates, no other MIXes can compromise the
unobservability provided by the MIX under comnsideration.

3) Let every MIX get enough information by each message to skip

one MIX (or in general: at most a fixed number of MIXes).

In the following, we will examine and evaluate these possibili-
ties for the case that messages {or packets) are transmitted.

If =a channel is to be switched, the same techniques may be used
during channel set up. If the channel is in use, any failure of
a MIX will cause at least a short interruption of service
noticed by the receiver., Since at least one user of the channel
will notice its interruption anyway and the failure of a MIX
during channel usage is infrequent (given that channels are not
used permanently), the interrupted channel may be abandoned and
a new one established., For  this, even receivers of simplex
channels must get return addresses, which can either be used for
regular acknowledgements or for signalling in case of detected
faults (in the latter case, there should be fault tolerance for
the return addresses, too).

This end-to—end mechanism seems to be quite efficient for
infrequent interruptions and poses no special preblems concerning
unobservability, if the release of the damaged channel {(more
precisely: the two parts left of it) fellows the rules described

for the normal release of channels in section 2.1.2., Of course,



the new channel can be established before the old one 1is

released.
If the duration of ap interruption must be kept very short, the

possibilities 2) or 3) may be used to shorten the interruption,
but then additional problems <concerning unobservability are
encountered which are similar to those explained in the context

of packet switching for the possibilities 2) and 3) later.

3.1.1 Diverse seguences cof MIXes

The first possibility decreases the wunobservability only =
little bit: the scheme is broken iff one of the muitiple diverse
sequences can be traced by an attacker. So this possibility
gives an attacker multiple different tries, but each try is as
difficult as the original scheme.

But the first possibility Buffers from two disadvantages: it can
only work end-to-end and there must be tremendous numbers of
diverse sequences if the length of each sequence is great and
therefore its reliability is not too close to 1. This phenomenon
concerning the reliability of parallel-serial systems is derived

mathematically in [PfH&a B2, Pfit_82}.

3.1.2 MIX replacement schemes

In the second and third pessibilities, we equip some MIXes with
equal capabilities, so they can replace each other. This is a
great gain concerning reliability (esp. these possibilities have
neither of the disadvantages of the first possibility) but poses
a big problem concerning unobservability (called coordination

problem), which is treated in the next subsection.



3.1.2.1 The coordination problem

In the original MIX scheme, each MIX was responsible never to
mix the same message twice (we only consider a time interval in
which the MIX does not change its key pair, cf. section 1.3).
Otherwise, an attacker counld bridge the MIX with respect to the
message it mixed twice, since with very high probability it will
be the only message which appears twice in the output of the MIX.
Our fault tolerance mechanisms distribute this respomnsibility to
a team of MIXes, which must satisfy this responsibility even if
some members of the team are down. Even messages mixed by the
members of the team which are down at the moment must not be
mixed by the other members of the team a second time in spite of
an attacker who will strive to cause this.
There is a simple protocol guaranteeing that every message is
mixed at most once by the members of the team. But the overhead
(in termes of additional delay, communication between and memory
inside MIXes) caused by this protocol is severe.

Inefficient coordination protocol:

Before mixing a batch, a MIX submits the input messages to ail

other members of the team which are currently up. The MIX

mixes a message only after it received confirmations by =all
members of the team which are currently up that they have
never mixed it before. A MIX which was down gets from the
others 8ll messages which were ever mixed or are intended to
be mixed, before it participates in mixing again.
0f course, each MIX of the team musi store all messages mixed by
the others as well as those mixed by itself. To get the memory
requirements of this protocol reasonably small, the techniques
mentioned in [Cheu 81] for the case of single MiXes may be used:
Keys may be changed often or messages may include in their
random string a date and time interval in which they may be
mixed. After expiration of this time interval, they may be
forgotten by all MIXes of the team.
Another mechanism to reduce the memory requirements is to apply
a compressing one-way function [DaPr _B4] to each message and to
store and compare only images of messages under that one-way

function. This reduces messages of some thousand bits or even



more to images of about 100 bits. The price to be paid is that
with a very low probability two different messages will vield
the same image and the MIXes will not mix the second one, which
the original sender must encode using other randem bit strings
and another (return) address and retransmit end~-to-end.

If the one-way function is applied by the sending (and not by
the receiving) MIX, this mechanism not only reduces the memory
requirement but the communication overhead as well.

Other mechanisms to reduce the communication overhead and delay
incurred are specific to the second or the third possibility,
respectively, and will therefore be considered later.

The protocol described above presupposes that MiXes know
reliably which MIXes are down, since otherwise an attacker may
try to isolate two groups, telling both that all MIXes of the
other group are down, and then moumt his attack. To foil this,
the MIiXes of a team should only mix if a majority is up and
cooperating. This may be guaranteed by simple authentication

techniques.

3.1.2.2 MIYes with backups

The second possibility needs no modification of the address nor
of the message format. The MIXes have to manage the redundancy,
that is the private keys (or parts thereof [Sham 79}} and
routing adaptive to the network configuration formed by the
MIXes which are up (and the state of the underlying communication
system, which we will ignore as explained at the beginning of
section 3). To manage this redundancy, each MIX verifies that
the mnext MIX is up and processed and transmitted the packet
successfully by a MIX-to-MIX protocol.

As announced, the overhead of the protocol which prevents
multiple mixing of the same message can be drastically reduced.

Efficient coordination protocol for MlXes with backups:

Any delay may be avoided, if each MIX agrees with its backup
MIXes that they only mix with its key if 1t 1is down. Then it
suffices that it sends the corresponding input messages of all

mixed messages (of all batches) to a sound majority of its



backup MIXes at the same time when 1t outputs the batch. If 1t
stops mixing if it does not get a confirmation of receipt by =&
majority of its backup MIXes, an attacker can at most bridge
that MIX concerning the messages for which it did not get
receipts yet by isolating it from the other MIXes. Backup
MIXes which the MIX under consideration is able to verify as
down {e.g. it can communicate with and authenticate a front
end processor of that MIX) need not be considered in determi-
ning a majority.
If a MIX is down, its backup MIXes may designate one of them
as its agent (and enable it to reconsiruct the key, if a
threshold scheme like [Sham_79] is wused). The agent acts
exactly like the MIX would deo if it were up, until it either
fails as well (and the backup MIXes designate a new agent) or
the MIX that failed is repaired and resumes mixing (synchroni~
zed with the agent's stopping).
We think that the risk that an attacker can bridge = HIX
concerning those messages for which that MIX did not get
receipts yet by isolating it from the other MIXes is far
outweighted by the avoidance of any additional delay, because
active attacks trying to exploit this flaw are detected easily
(at least if their frequency is high) and must be very sophisti-
cated to reveal any interesting information if several MIXes are
used per message: To trace the way of a particular message from
its sender to its recipient =an attacker has to (control or)
disable or isoclate one MIX of every backup team (of which the

message must pass one member) directly after it mixed that

message.

A MTX sbould_ choose MIXes as backup which are physically
separated st least a few tens of kilometers, to foil as many
common mode failures as possible, e.g. floods, electricity
outages, rockets flying amuck, and the like.

if one organization is operating several MIXes at places which

are far apart, it seems reasonable that these MIXes mutuelly

backup each other.




3.1.2.3 Skip MIXes schemes

in contrast to the second possibility, the third needs modifica-
tion of address and message format. These will be described inm
3.1.2.3.1. In 3.1.2.3.2 we state the security that can be
reached if these schemes are properly used.

The redundancy that all these schemes provide may be operated in
one of two modes: in the mode "skip as few as possible” only
those MIXes are skipped which are down, whereas in the mode
"skip as many ag possible” in each step all MIXes which can be
skipped are skipped. That means that each MIXY passes the mesasage
to the farthest of +those MIXes which are up and which it can
reach due to the fault tolerance scheme.

These modes and how they influence the coordination problem and

thus the security are described in turn 1in sections 3.1.2.3.3

and 3.1.2.3.4.

3.1.2.3.1 Message and address formats

To ease understanding, we will first describe the case that
every MIX can bypass the next MIX in a sequence of chosen MIXes.
In this case, a failure of one MIX (or more, as long as no two
consecutive MIXes break down) is tolerable.

To bypass one MIX, its predecessor must not only get the message
part for it but also for its successor (figure 12).

if it receives both message parts and this is done for every
MIX, the length of the whole message grows exponentially with
the number of MIXes. To avoid this, the sender of =z message
chooses a different key (e.g. of a less expensive symmetric
cryptosystem) for each MIX, with which +this MIX decrypts the
message. Together with its message part, each MIX has to get its
key and that of its successor, both together encrypted with its
own public key. The addresses of the next twe MIXes may be
prefixed to each message respectively or both addresses may be
encrypted together with the two beforementioned keys. In the

following, this is described more formally.
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Fig. 12: Skip 1 MIX schewme operated in the mode "skip as few as

poessible”

Let again Ai,...,An be the sequence of addresses and e1,...:€n
the sequence of public keys of the <chosen MIXes MIiX1,...,MIXn;
An+i the address of the addressee (called MIXp+: for convenien-—
ce), and en+: his public key; k:,...,kn the chosen sequence of
keys, and M: the message that MIX: shall receive. The sender
forms the messages M according to the following recursive

scheme, starting from the message content M that MIXs+: shell

receive:
Mn+: = en+i1{M) (scheme 1)
Ma = en(kn),kn(An+1,Ma+1)

M1 ei (ki ,Ai+1,ki+1),ki(A1+1,Mis1) for i=1,...,n-1

0f course, the described scheme is not the only appropriate one.

The scheme given below will do as well.

Mn+:1 = en+1 (M) (scheme 2)
Ma = en(kn,ﬂn+1),kn(Mn+1)
M: = e1(ki,Ai+1,Ki+1,8+2) ks (Mi+2) for i=1,...,n-1



The sender sends M: to MIX:..
In both schemes MIX:i can compute Mi+1, Mi+2, At+1 and Ai+2z out

of M;.

With some coordination protocols (example later) it is also
important that MIX: can check that its predecessor MIXi-: did
not tamper with the message (and thus also nobody else, because
MIX:-: knows most about the message).

As long as the cryptosystems are not broken, an attacker could
of course only tamper with message parts encrypted with keys it
knows. Otherwise the message just gets lost or is discarded by
somebody who finds thet it decrypts to garbage {(we assume that
enough redundancy is added everywhere so that this can be
noticed) so the attacker gets no information about the message.
So MIXi-i: has the possibility to exchange the conmplete part
encrypted with ei (without being able to read the original one,
becsuse he knows ei, but not di) or to tamper with the part
encrypted with ki only.

The danger caused by this is that he might try teo change the
addresses. This causes DO harm to wunobservability as long as
addresses are only used to forward messages, because the
attacker is assumed to control all lines anyway, but may cause
harm if the addresses are also used to determine who nust
coordinate with whom not to mix a message twice.

In both schemes the attacker would have to exchange the part
encrypted with e: to change an address. To do so, he must invent
a new ki+i. Then the part encrypted by ki+1, 1.e. Kisa {Ai+z,Mie2)
in scheme 1 or ki+:{(Mi+2) in scheme 2, decrypts to garbage. 5o
there wmust be enough redundancy in these partis that already
MIX; can notice this.

If a coordination protocol is used where this tamper-check 1is

unnecessary, the first Ai+1 in scheme 1 can be left out.

Phe choice between scheme 1 and scheme 2, i.e. whether we
include Ai-2 in the first part encrypted using an expensive
asymmetric cryptosystem or in the second part {under the name of
Aj+1 Ffor i 3= i+1) encrypted using a less expensive symmetric

i

cryptosystem depends on the block =size of the former. If for




reasons of security of the asymmetric cryptosystem, the block
size must be chosen great enough to include Ai+z, scheme 2
should be used instead of encrypting additional garbage in
scheme 1, since encrypting Ai+2 for free using the expensive
asymmetric cryptosystem is cheaper than encrypting Ai+z {(under
the name of Ai+s for i := i+1) wusing the less expensive
symmetric one. If Ai+z2 includes any redundancy we mpust {in
principle) be cautious that it does not reduces the entropy of
kt,Ai+s1,ki+1,A1+2 below an acceptable level. But since the
symmetric cryptosystem must withstand an exhaustive key search

attack, both ki and ki+«1 each include enough entropy.

If the block size of the asymmetric cryptosystem can be chosen
so small that even the inclusion of Ai+1 causes the encryption
of an additional block (because the block cannot include Ai+1 or
its entropy is reduced below an acceptable level, which is only
possible if it does not include ki and ki+1, i.e. it needs
several blocks to include both) we may use a one-way function f
[DaPr B4] (and apply it not only to Ai+1 but to a concatenation
with something including a lot of entropy so that the result of
the one-way function may include more entropy than Ai+1) to

hinder MIXi-1 from changing Ai+1 in Mi, resulting in the

following scheme:

Mn+1 = €&n+i (M) (SChBlle 3)
Mn = En(kn),kn(hn+1,ﬂn+1)
M: = ey (ki ki+s), ki (f{ki+1,Ai¢1),A1+2,M1+1)} Tor i=t,...,n—1

Each MIX: checks whether f applied to what it considers to be
ki+1,At+: results in the first part of the deciphered message it

gets.
If MIX:i-: wants to tamper with Aj+i secretly, it has teo find the

corresponding f(ki+1,X) for some X¥Ai+1. But this is infeasible

without the knowledge of ki+:.

Next we have to show how the untraceable return address
described in section 1.3 can be made fault tolerant as well.

To enable the recipient to reply in the case of a failure of one
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MIX {(or more, as long as no two consecutive MIXes break down),

the sender may form a fault tolerant untraceable return address

(B1 ,A1,ko.k2), and include it in =a message to the recipient.

Here ko is a key (of any cryptosystem) chosen for the occasion,

by which the recipient should encrypt the return message. A1 1is
the address of MIX: and ki the key chosen for it (so that the
recipient can skip MIX1). B: is the actual return address, which
(in analogy to usual return addresses) is constructed like a
message withoul message content to the original sender.

So if we use scheme 1, we obtain the following recursion scheme:

Bas+1 = @ {scheme 4a)

It

em(km),]{m(ﬂm+1g3m+1)
ej (ki,A3+1,ki+1),ki(As+r yBis) for j=%,...,m-1

Bo
B

il

The recipient uses (B:,A1,ko,k:) and its reply message content C
to form M: = B:,ko(C), which it sends to MIX: if MIXy is up.
Otherwise, it uses ki to find A2 and Bz and to form

Mz = Bz,ki(ko(C)), which it sends to MIXz.

When MIX: gets a message My = (By,Cy), where C; is the message
content part (and By the return address part as shown above), it
uses its private key dy to get ki, Ajs1, and kij+z: out of B;.

Now it can form Cj;+.3s = k;{C;), decipher kj(Aj+1,B3+1), and send
Mj+r = {By+1,C3+1) to MIXs+1 if this MIX is up.

Otherwise MIX; also forms Cj+2z = k3j+1(C3+2), deciphers
ks+1(Aj+2,B3+2), and sends Ms.2 = (Bj+2,Ci+2) to MIXse+2.

During all these steps MIX; can check that the return address
has not been tampered with, like in scheme 1.

To sum up, the message M; that MIX; shall receive is derived

from the return message content € by the recursion

I

My
M; = B3,Ca; €3 = kj-1(Ca-1) for j=2,..,mt+1

B:,C1; €Ci1 = ko(C) {scheme 4b)

Only the sender can decrypt Ca+1 = km{...ki{ko(C))...), because
he created ko through ka.




Our fault tolerant wuntraceable return address scheme iz formed
corresponding to scheme 1. Variations corresponding to scheme 2

or scheme 3 may be formed as well.

Next, we want to generalize all schemes from 1 MIX, which, when

down, may be bypassed, lo Kk consecutive MIXes which, when down,

may be bypassed. This generalization enables wus to improve

reliability. The fault tolerant message schemes which allow to
bypass k successive MIXes may have the following forms. In all
three schemes MIX: for is$n-k can compute Mi+:a through Mis:x+1 and
Ai+1 through Ai+x+1 out of M, and check that its predecessors
did not tamper with the message, because they do not know
Kt+ks+1, If i>n-k, MIX: can compute Mis: through Mn.: and
Ai++ through An+:1 out of Mi, and check that those of its
predecessors which cannot bridge it anyway did not tamper with

the message, because they do not know kn.

Extension of scheme 1!

Mn+1 = en+1 (M) {scheme 5)
Mi = ei (ki Airs,Ki+1,...,An,Kkn) ki (Ares,Misa)

for i=n-k+1,...,n
M = ei(ki,Al+1,ki+1,...,Ai+k,ki+k),ki(Ai+1,Mi+1)

for i=1,...,n-k

Extension of scheme 2:

Mn+1 = en+1i (M) {scheme 6)
My = ei(kt,Ai+1,Kt+25.0.0.sKkn A0+1),ki{(Mi+2)
for i=n-k+i1,...,n
M = ei(ki,&i+1,ki+1,...,Ai+k,k1+k,Ai+1+k),k1(Mi+1)
fer i=1,...,n-k
Since the one-way function may be compressing (100 bits, say,

are sufficient as result, whereas the input may be arbitrarily

large), the following scheme, which is an extension of scheme 3,

is particularly appropriate if k is large.
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Mp+1 = ea+1 (M) {scheme 7}
Mi = ei(ki,...,kn),ki(f(kn,Ai+1,...,An),Ai+1,Mi+1)

for i=n-k+1,...,n
Mi = ei(ki,...,ki+k),k1(f(k1+k,A1+1,...,A1+k),Ai+1,M1+1)

for i=1,...,n"k

Next we have to show how the fault tolerent untraceable return

address described {(scheme 4) can be generalized te a

k-consecutive fault teolerant untraceable return address
Bs As ko ki ke, ...k

Again this is only the scheme derived from scheme 1, thus with

the return address looking like a message in scheme 5. Schemes
derived from scheme 2 or 3, thus 6 or 7, may be formed as well.

The By and C; have the same meaning as in scheme 4,

Bon+i1 = @ {scheme Ba)
B; = BJ(kJ,&J+1,kj+1,...,&m,km),kj(Aj+1,BJ+i)
fer Jj=m—k+1,...,m
Bj = ey(ky Aj+1sKitt,... A0¢k,karu), k3 (Ase1,B3+2)
for j=1,...,mk
M; = B1,C1; €1 = ko(C) {scheme 8b = scheme 4b)

kj-1{C3-1) for j=2,..,mt+1

M3 B;,Cs; €

3.1.2.3.2 Security criteria

For the case that MIXes are properly coordinated never to apply
the same transformation to the same message twice, e.g., by the
inefficient coordination protecol of 3.1.2.1, we claim that the
security of our skip MIXes schemes is as follows. Again we begin

with the schemes where each MIX can skip only one next MIX for

simplicity.

Security criterion:

If the MIXes are properly coordinated the schemes 1, 2, and 3

are as secure as the original [Chau_81] one as long as either



a) the first MIX which mixes the message or
b) at least two consecutive MIXes of those addressed in the

message which {in the case they are both up) can communica-

te or
¢} at least twe consecutive MIXes of those addressed in the

message and a majority of all existent MIXes

are not controlled by the attacker.

For the fauli tolerant return address scheme only condition al
of the security criterion must be changed to "the sender of the

reply message and the first MIX which mixes the message or".

Also for the more general schemes where each MIX cen skip the
next k MIXes we claim nearly the same security criterion, only

"two" must then always be replaced by "k+1".

Demonstrations of these criteria follow in the two following

sections for some of the different modes and coordination

protocols.

2.1.2.3.3 Skip as few as possible

We begin with an example how an attacker might bridge two MIXes
if the mode "skip as few as possible” (cf. 3.1.2.3) is used and
the MIXes are nmnot properly coordinated never to apply the same
transformetion to the same message:
Let be MIXu and MIXy+: two consecutive MIXes, which are
uncontrolled by an attacker comprising all other MIXes. If
MIX. and MIXu+: act uncoordinated, the attacker may bridge
them by the following trick: it submits Mu to MIXu telling it
that MIXe:+1 is down. MIXu will then send Mu:2 to MIXu+z.
Additionally, the attacker submits Mu+1 to MIXu+a telling it
that MIXu+2 is up (please note that our attacker need not lie
that MIXyw 1is down, since MIXu+1 has no information which MIX
should be its predecessor). MIXu+:1 will then send Mu+z to
MIXu+2. The message which MIXusz receives twice is the message

corresponding to Mu and Muy.:.
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0f course the inefficient coordination preotocol of 3.1.2.1 may
be used. In +this case a MIX which skips another MIX must take
into account that it performs not one, but two transformations
and execute the coordination protocoel for them one after the
other.

A more efficient way of coordination is given by the following
efficient coordination protocol for "skip as few as possible”:

After mixing and outputting the messages of a batch, each MIX

sends the corresponding input messages to all other MIXes to
enable them to aveid mixing these messages a second time in a
situation where it is down.

A MIX only skips (= bypasses) the next MIX, if it can verify
that the next MIX is really down (e.g. it cen communicate with
and authenticate a front end processor of the next MIX) or if
a majority of all MIXes declares it to be down and there is no
response from that MIX on inquiries sent regularly to it.

A MIX which is really down or declared to be down is only
skipped concerning messages which it never announced to have
mixed.

On the other hand, a MIX only mixes if it is in regular
contact with =8 majority of all other MIXes. MIXes which the
MIX under consideration is able to verify as down {e.g. it can
communicate with and authenticate =& front end processor of
that MIX) need not be considered in determining a majority.
When a MIX becomes operational again or is no longer isolated
from the bulk of MIXes due to a communicetion system outage or
a deniml of service attack, it first announces its ability to
restart mixing and waits a certain time which allows all MIXes
with which it is able to communicate to reply. It only
restarts mixing after it received a confirmation of a majority
of MIXes that they got notice that it intends to restart
mixing. This confirmation includes a list of all messages
mixed in the meantime.

if all users agree not to possibly enable every MIX to skip
every other MIX, the communication necessary for coordination
may be drastically reduced: each MIX sends its 1input messages
only to those MIXes which may potentially get enabled by users
to skip it. Only these other MIXes and it itself are considered
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in determining a majority concerning its skipping by the

others.

We think that the risk that =an attacker can bridge a MIX
concerning the messages for which that MIX did not get receipts
yet by isolating it from the other MIXes is far outweighted by
the avoidance of any additional delay.

For this coordination protocol the fact that each MIX can chechk
that its predecessor did not tamper with the message is
necessary. Otherwise an attacker could bridge two <consecutive

MIXes in the following way:
Let again MIXy and MIXu+1 be two MIXes uncontrolled by the

attacker, who ocontrols MIXe-1 and MIXu:.2z, and let X be a MIX
which is down.

The attacker changes Auy+1 in Mu to the =address of X. Now
MIX. thinks that the following MIX is X, checks that X is down
and consequently skips one MIX, that is MIXu sends Mu+2 teo
MIXy+=z.

The attacker can alsc form Mu+i, which he gsubmits to MIXu+1.
So MIXu+1 also outputs Mu+«2 and the attacker knows that the

message which MIXu+2z receives twice is the message correspon—

ding tO Mn.

We will npow demeonstrate the security criterion claimed in
3.1.2.3.2.

a) If the first MIX which receives the message, ®mixes, and
outputs it is uncontrolled by the attacker, it provides the
same security as any MIX in the original [Chau_81] scheme.

So we only have to consider the case that at least two

consecutive MIXes, say MIXu and MIXu+«:, are not controlled by

the attacker A.

b) Let A control all other MIXes and let MIXu and MIXu:+: be
able to communicate (if both are up).

A has three possibilities: he may send My to MIXu or he may
sepd My+: to MiXus: telling it that MIXu:2z is up or down. If
A does anything else, MIXu and MIXus+: will refuse to
cooperate with A (please mnote that all schemes were

constructed so that A cannot secretly tamper with messages).
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Now let us consider these cases in turn.

Let us first assume that MIX. and MIXu.1 are up.

C1 MIXy receives My and outputs Mu+s. This gives no

information concerning the message under consideration to
the attacker, since MIXu-1, which he controls, could
calculate My+31 as well.
Please note that this may be a threat to the unobservabi-
lity of other messages: If an attacker submiits n messages
to a MIX and that MIX uses only n+l messages in its
batch, he can bridge the MIX with respect to all n+1i
messages. This is not caused by our fault tolerance
mechanisms and can be avoided by mixing messages sent by
many distinct MIXes.

C2 MIXu+1 receives Mu+: and outputs Musz. This gives mno
information concerning the message under consideration to
the attacker, since MINy:1: awaits other messages as well
and outputs them with changed encoding in different order.

C3 MIXu+1 receives Muy+1 and outputs Mu+3. This gives no
information concerning the message under consideration to
the attacker, since MIXu+1 awaits other messages as well
and outputs them with changed encoding in different order.

Note that it is essential that in any case MIXu, which knows

that MIXu+: is up, never outputs Mu.:z.

If one of the two MIXes is down, the other provides security

by transforming Mu+1 to Mu+2. The coordination protocol

guarantees that +the other one never performs the =same
transformation.

I1f both MIXes are down, the scheme is secure, because the

trapsformation Mu+1 to Mu+2 is not performed at all. If omne

or both MIXes get up again, the coordination protocol
guarantees that one of the cases above applies.

The other situation we have to consider is that MIXy and

MIiXu+i are not able to communicate and a majority of all

MIXes is not controlled by the attacker A.

in this situation, the coordination protocel guarantees that

at most one of both MIXes is declared to be up and that the

one not declared up notices this after a short while {at the

latest) even in case of an isolation attack mounted by A.



For =all messages not mixed in this short while, the
arguments for +the situation where MIXu and MIXu+: could
communicate (under the assumption that both are up} apply.
The number of messages mixed in this short while can be kept
reasonably small, in case the efficient coordination
protocel, described above, is used. If the inefficient
coordination protocel (cf. section 3.1.2.1) is used, the
number of messages mixed in this short while is zero.

Since all cases are exhausted, our demenstration is finished.

Since the structure of encipherment is exactly the same for the
fault tolerant return address scheme as that of the fault
tolerant message scheme (except for the irrelevant fact that the
message part is now encrypted instead of decrypted), for which
we demonstrated the security, and consecutive MIXes may be
coordinated with the same protocoel, the beforementioned
demonstration of security applies to the security criterion for

the fault tolerant untraceable return address scheme as well.

Also the demonstration of the security criterion for the schemes
where each MIX can skip k other MIXes seems to be a straightfor-
ward generalization of +that fer the case k=1. It is omitted,

since we aim at insight and not at completeness.

3.1.2.3.4 Skip as many as possible

To show the security of our fault tolerant schemes, it was not
necessary that all k+1 consecutiive uncontrollied MIiXes are really

passed by "the message. Some may be down or as many as possible

intentionally left out to ({possibly) increase performance:

Whenever MIXi+x+: is wup, MIX: sends Mi+k+1 to it. Only if
MIX:+x+: is down, MIX: sends Mi+x to MIXi«x. Only if MIXi+x is
down, too, MIX: sends Mi+x-1: to MIXi+k-1, and so on.

Figure 13 gives an example for k=1, using the same scenarioc as

figure 12.
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general scheme:

G- MIX ;——> MIXg-—> MIXg-— MIX ,-—= MIXg-—>= MIXg

——» first try --—> gecond try

example: MIX 5 and MIX, are down

M, Mj M4

Fig. 13: Skip 1 MIX scheme operated in the mode "skip as many as

possible”

Compared with the mode of operation "skip as few as possible”,
where MIX; sends Mi.:1 to MIXi+1 if MIXi+: is up, and so on, this
one (possibly) saves transmission cost, {possibly) increases
throughput and {(possibly) decreases transfer delay in the
average. The many "possibly” stem from the fact that coordination
is more difficult for "skip as many as possible”. Especially we
cannot use our efficient coordination protocol for "skip as few
as possible”, since' the MIX receiving a message does not get
enough information to determine locally whether the mixing of a
particular message replaces the action of another MIX.
If we change our schemes a 1little bit, the MIX may get that
information:
The priginal sender includes a bit telling whether the
particular MIX: is replacing the action of another MIX in the
first part of each message, which is encrypted with e:. No
other MIX can tamper with it, cf. 3.1.2.3.1. If MIX: sees that
it is not replacing another MIX it can execute the efficient
coordination pretocel, i.e. it can mix and output the message
before sending the input message to all other MIXes. Otherwise
it has to execute the inefficient coordination protocol, i.e.

it has to submit the input message to all other MIXes Dbefore




mixing it.

If we use the original scheme and the inefficient coordination
protocol as it was first described, in order to avoid the risk
that MIXes may be bridged concerning messages for which they
didn't get receipts yet, the difference to ‘"skip as few as
possible” is small, because a MIX must perform the coordination
for each of the MIXes it skips one after the other, 1i.e.
MIX; first submits M: to all other MIXes and awaits confirmation
that they pever mixed it before, thenm Mi+1, and so on until
Mi+x. But if only images of messages wunder =a one—way-function
are exchanged as explained in 3.1.2.1, MIXi may send the images
of rll intermediate messages Mi,...,Misx in parallel to the
other MIXes, thus reducing not only transmission cost but also
delay. This difference stems from the fact that if the attacker
now submits 8 message to two uncontrolled MIXes, he can still
see thst that image which these MIXes ouitput twice corresponds
to the message he submitted twice, but if he never sees the
message corresponding to this image, this is of no use to him

(so neither of the two MIXes may output this message).

If all users agree not to possibly enable every MIX to skip
every other MIX, the communication necessary for coordination
may be drastically reduced for "skip as many as possible” as
well: each MIX sends its input messages only to those MIXes,
which may potentially get enablied by users to akip it, and
consequently only awaits their confirmations of receipt before
outputting the complete output message. Only these other MIXes,
which may potentially get enabled by users to skip a particular
MIX (and it itself) are considered in determining a majority

concerning the skipping of that particular MIX by the others.




._91 -

3.1.2.4 Quantitative evaluation

To get a quantitative evaluation and comparison of "MIXes with
backups" and the '"skip MlIXes schemes" at reasonable effort, we
model the up and down of MIXes by the reliability {or availabili-
ty) r of each MIX and the security by the probability s that =a
particular MIX is not contrelled by the attacker and executes
the protocols faithfully.

We assume that reliability and security of MIXes are statistical-
ly independent from each other as well as between MIXes and that
no MIX is used twice in a message (not even as backup MIX). So
we may apply the usual formulas of retiability theory.

We =assume that all MIXes may verify each other as down, so we
need not be concerned with majorities of MIXes, as mentioned in
the coordination protocols. Otherwise not only the security, but
also the reliability (or availability) of our fault tolerant
MIX-networks would decrease, but al least the reliability (or
availability) only slightly for reascnable values of r, which
are near 1.

Alsoc, at places where this makes a difference, we will mainly
consider messages in the return address scheme, because the MIX

replacement schemes are particularly necessary for this case.

"MIXes with backups" are a series-parallel system. The reliabili-
ty (or availability) of a system of m*k MIXes chosen for a
message, where m MIXes are passed and each pasaed MIX shares its
key with k-1 other MIXes, is given by

R = (1 - (i-r)k)m,
and its security by

8§ = 1 - (1 — sgk)m,
This results from the fact that only one MIX out of each team of
k MIXes must be up to enable a transmission of =a message,
whereas only one unsecure MIX in each tieam of k MiIXes may

undermine the anonymity of the transmission.

Using the same assumptions and notation, we will now calculate
the reliability (or availability} of a system of m MIXes where
each MIX may skip the next k-1 MiXes {or in other words, it wmay



bridge a distance of k) and compare it with the previous one.

We consider these two systems to be of the same "gize”, 1i.e.
comparable, because in both of them = message passes the same
number m of MIXes, yielding the same delay 8and transmission
expense. The alternative of comparing two systems which both
contain m*k MIXes because of the cost of establishing the system
is unreasonable, since our performance scenarios (ef. section
2.2.3) suggest that each message may only use relatively few
MIXes and hence the m*k MIXes are only a minor fraction of all
MIXes irn a big network.

Also note that we changed the meaning of k: in this section k
gives the distance which may be bridged by a MIX, giving k the
same meaning as for the scheme "MIXes with backups"; in section

3.1.2.3 k gave the number of MIXes which may be skipped

(= bypassed), since that eased notation there.

We denote by Ry (i) the reliability {(availability) of a (sub)sy-
stem of i MIXes, i.e. the probability that there is &a Beguence
of MIXes which are up along which the message may be passed from
a sender in front of the (sub)system to a recipient behind 1it.

(The sender and recipient are assumed as up). Then
Re (0} = Re(1) = ... = Rk (k-1) = 1

because the sender can skip up to k-1 MIXes. For larger i the

reliability (or availability) may be calculated recurrently by

k-1
Re{i) = 2 {(1-r)% = r * Rk {(i-j-1) for i 2 k
J=0

Here the j-th term is the probability that the first j of the i
MIXes are down, but the j+l-st 1is up, and that there is a
sequence of MIXes which are up along which the message may be
passed among the remaining i-j~1 MIXes.

Please note that we assume that the message was constructed
using the return address scheme, 50 this formula also holds for

the complete system, because also the sender can only skip k-1
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MIXes. Otherwise we would have to assume that the first MIX 1is
always up (as long as any MIX is up in the system), because the

sender could choose it arbitrarily.

The same formulas can also be used to calculate the insecurity
Ux (i), that is the probability that a message can be traced over
a (sub)system of i MiXes from an insecure sender (i.e. under
control of the attacker) directly in front of the MIXes to an
insecure recipient directly behind then, starting from the

insecurity u=1-s of one MIX. So we have
Uk (0) = Ux(1) = ... = Un(k-1) = 1

because the attacker can bridge up to k-1 MlXes and

k-1
U (i) = 2 {(1-w)3 + u * Ux(i-j-1) for izk.
J=0

Here the j-th term is the probability that the first j MIXes are
not controlied by the attacker, but the j+i-st is, and that
there is a sequence of MIXes controlled by the attacker along
which the message may be traced through the remaining i-j-1
MIXes.

Ux(m) is the insecurity of the complete system only for the case
of & return message the sender of which is under contrel of the
attacker. If the sender of any message is not under control of
the attacker, he will not pass the message to the first MIX
under control of the attacker, but to the first MIX which is up.
If this is secure, it already establishes security. So in this

case we would get an insecurity Ux’(m) of the complete system of

k-1
Uk’ (m) = §_— (1-r)3 ¢ r « u ¢ Ux(mj-1).
J=0

{And if the sender of a normal message is under control of the

attacker, there is no security anyway.)
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So for the most important case of a return message the sender of

whiech is contrelled by the attacker, the security Sx(i) of a

(sub)system of i MIXes can be calculated by

k-1
Se(i) = 1 - 2 gd ¢ (1-3) * (1 - Bx(i-j—1)) for izk
J=0 '

These formulas for Rx{(m) and Sx(m) are implemented by the
following PASCAL program, written by our student Holger Biirk.

For more formulas for such consecutive-k—out-ofn:F systems, see

e.g. [Shan_B2].

The output of the program (generated by running it on a SIEMENS
7661 using 64 bits to represent real numbers) for some represen-
tative values of r, s, m, and k is given thereafter.

By studying this output we see that for the sawme values of m and
k, the MIX-network using a skip MIXes scheme is more reliable
(or available) but less secure than one using MIXes with backups.
The difference concerning security seems to be somewhat greater,
s0 the MIX-network wusing MIXes with backups seems to be
favorable. But since the expense and performance of a MIK-network
using a skip MIXes scheme or MIXes with backups may be quite
different depending on the communication system wused, the
traffic to be served and the special coordination protocol
applied, only an analysis taking inte account all these

parameters (and fixing at least some of them) can decide

definitly.



program evaluation (input,ocutput};

{ This program calculates a table of values for

r_net
s _net
r_comp

s _COMP

(= reliability of the fault tolerant MIX-network
using skip MIXes schemes )

(= security of the fault tolerant MIX-network
using skip MIXes schemes )

(= reliability of the MIX-network using MIXes

with

backups forming a series-parallel system )

{= security of the MIX-network using MIXes
with backups forming a series-parallel system )

which reaches for k from 1 to k_max and for m from 1 to m_max

Input for this program are the values for:

-

Author
const mEmAax
kmax
lmax

type resul

matri
vecto
var
hr :
hs
res :
5 -
Tr
s_net
r_net !
S_comp:
r_comp:
m L]
k 4

m_max

reliab
securi

i W e W o ¥

[ L I 1|

maximu

be bri

: Holger

7
700,

Hnon

t record

1

end;
X = Barray
r = array

vector; {

vector; {
matrix; {

real: [
real; {
real; {
real; {
real; {
real; {

integer; {
integer; {

integer; {

ility for one MIX)
ty for one MIX)

paximum for the number of MIXes passed)

m for the distance between MIXes which can
dged, number of parallel MIXes respectively)

Buerk }

9999999; { upper bound for m }

{ upper bound for k }
{ upper bound for number of stored results }

r : real;
s ! real;
rcom : real;
scom : real;
m : integer;

[1..1lmax,1..kmax] of result;
[D0..kmax] of real;

vector for calculatien of the

recurrence-relation for reliability 1
as hr, but for security }
matrix of the results }
security of one MIX }
reliability of one MIX }
security of the MIX-network using

skip MIXes schemes : }
reliability for the MIX-network using

skip MIXes schemes }
security of the MIX-network using MIXes with
backups forming a series—parallel system }
reliability of the MIX-network using MIXes
with barckups forming a series-parallel
system }
current numbher of MIXes passed }

current distance belween MIXes which can be
bridged, or number of paralle) MIXes
max. number of MI¥es for which results are

t
v



calculated }
k max : integer;{ max. distance between MIXes which caen be
bridged for which results are calculated }
m old : integer;{ marker for m, for which the last result was
calculated }
k_ nld : integer;{ marker for k, for which the last result was
calculated }
1 . integer;{ vertical index of matrix 'res’ }
1 max : integer;/{ last vertical index of matriz ’res’ }

procedure calc (m,k:integer;var l:integer;var res:matrix);

{ This procedure fills up one field of the resulting matrix

‘res’, i.e. res[1l,k], with corresponding valyes. For the

calculation of these values the procedure ‘ralcl’ will be

used. }
var

newstart : boolean; { controls whether already calculated

values will be used or not }
procedure calci (m,k:integer;newstﬂrt:boolean;p:real;
var h : vector;var res: real);

{ This procedure calculates values of the security or
reliability of the MIX-network using the recurrence equation.
In the case that k has not changed since the last calculation,
the last calculasted values of the recurrence relation are

usable. }
var :
x ! real; { intermediate storage for the result of calc.}
J : integer; { index for the recurrence-relation-vector 1
i : integer; { marker for running n }
begin

if newstart then begin
{ calculation from beginning }

for j := 0 to k-1 do h[j] = 1;
i = ky
end
else i := m_old +1; {uses already calculated values for calc.)
if m < k then res := 1
else while i <= m do begin
x 1= @;
for j := 0 to k-1 do
x 1= x + exp { (k-1-j)¥1n(1-p) )*h[Jj};
res != X¥p;
for j := 0 to k-2 do h{j} := h[Jj+1];
h[k-1] := res;
i =1+ 1
end;

end;
{ end of procedure calcl }

begin
if k = k_old then newstart := false else newstart := true;
res [1,k].m := m;

calel (m,k,newstart,l-s,hs,res{1,k].5);
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resil,k].s 1= 1 - res{1,k].s;
calcl (m,k,newstart,r,hr,res{1l,k].r);
if m < k then begin
res [1,k].scom := 0}
res {1,k}.rcom := 1;
end
else begin

res{1l,k)l.scom := 1 - exp (m¥ln{l-exp(k*1ln(s))));
res[1l,k].rcom := exp {m¥in(i-exp(k¥ln(i-r)))};
end;

k old := k;

m old := m;

end;
{ end of procedure calc }

procedure init {(var m_max,k_max:integer;var s,r,:real);

{ procedure where the values for
m_max, k_max, s, r will be inserted )}

var
g : boolean;
begin
writeln (" XkkXkXxkk¥%kk¥¥X p a r ame t e r s E3 3223352223 5 R
writeln;
q := false;
while not @ do begin
q := true;
write ('value for r ; ?
read(r);writeln {(° ’,r:6:6
write (’value for s :
read{s);writeln (* ',s:6:6
write (’value for m_max : ');
read(m_max);writeln(’ °’
write (*value for k_max : ’);

read{k max);writeln(’ ’,k_max);
if (r<0) or (r>1) or (s<0) or (s>1) then q := false;
if (m_max>mmax) or (m_max<1) or (k_max>kmax} or (k_max<1)
then q := false;
end;
writeln (’****#*************************#******#*********’);

end;
{ end of procedure init }

procedure tab_ print {res:matrix;k_max,l_max:integer);
{ This procedure produces the table with the results }

var
J,i : integer;

begin
writeln;
writeln;
write {’The resulting table contains *);
writeln ('in every field four values’};
wrikeln:
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write (’ s_net r_net for security/reliability "),
writeln {’of the MIX-network’);

write (' s cem r_com 8as above ');

writeln (’but of a series-parallel circuit’);

writeln;
write (’the horizontal index is for values of PR T
write {’the vertical’);
writeln (’ index is for values of '’'m’’’);
writeln;
writeln;
write (°’ ')
for j := 1 to k_max do write (’ L T Y
writeln;
for j := 1 to (17xk_max + 9) do write (P=%Y;
writeln;
for i = 1 to 1_max do begin
write (res{i,1]l.m:7,> ’);
for j := 1 to k_max do
write (* ’,res[i,jl.s:5:5,’ *,res[i,j].r:5:58);
writeln;
write (' s
for j := 1 to k_max do
write (° ‘,res[i,j}.scom:5:5,’ ' res[i,jl-rcom:5:5);
writeln;
for j := 1 to (17%¥k_max + 9) do write (-3
writeln;
end;
end;

{ end of procedure tab_print }

{ MAIN SECTION }

begin
init (m_max,k_max,s,r);
m = 1;
k := 1;
m_old := 0
k_old := 0;
1 := 1;
while k <= k_max do begin
1 max := 1;
if m > m_max then begin
k := k + 1;
m ‘= 1;
1 := 1,
m_old := 04
end

else begin
calc (m,k,1,res);

if m < 100 then m := m+1l
elsem !=m + 1 +
trunc( exp(ln(IO)*trunc(ln(m)/ln(10)— 1Y) )
1 := 1+1;
end;
end;

tab_print (res,k_max,l _max-1);
end.
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wkkwdhkkhkkdh parame ter s sk ok kkoh ok

value for r : 0.990000
value for s : 0.900000
value for m_max = 50

»

value for k_max :
rargrgeegner ot R T L TN E R T R L S L L Lk A
The resulting table contains in every field four values

s_net r_net for security/retiability of the MIX-network
s_com r_com as above but of a series-parallel circuit

the horizental index is for values of 'k'; the vertical index is for values of '‘mt

1 2 3 4 5
S e 599000 0.00000 1.00000 0.00000 1.00000 ©0.00600 1.00000 0.00000 {.00000
0700000 0.99000 0.00000 1.00000 0.00000 1.00000 0.00000 1.00000 ©.00000 1.00000
> 0.99000 0.98010 0£.81000 0.99990 0.00000 1.00000 0.00000 1.00000 0.00000 1.00000
D-20000 0.98010 D.96390 0.99980 0.00000 1.00000 ©0.00000 1.00000 0.00000 1.00000
3 0.99900 0.97030 0.89100 0.99980 0.72900 1.00000 0.00000 1.00000 0.00000 1.00000
0-00000 0.67030 0.99314 0.99970 0.98010 1.00000 0.00000 1.00000 0.00000 1.00000
2 0.09990 0.95060 0.97200 0.99970 0.80190 1.00000 0.65610 1.00000 0.00000 1.0000G
0 00000 0.06060 0.99870 0.99960 0.99461 1.00000 0.98501 1.00000 0.00000 1.00000
5T 0.99999 0.95099 0.98739 0.99960 0.87480 1.00000 0.72171 1.00000 0.59049 1.00000
0°00000 0105099 0.99975 0.99950 0.99854 1.00000 0.99519 1.00000 0.98848 1.00000
6 1.00000 0.94148 0.99622 0.99950 0.94770 1.00000 0.78732 1.00000 0.64954 1.00000
1700000 0°94148 0.99965 0.99940 0.99960 0.99999 0.99835 1.00000 0,99528 1.00000
7 100000 0.93207 0.99849 0.99941 0.96746 1.00000 0.85293 1,00000 0,70859 1.00000
1700000 0.93207 0.99999 0.99930 0.99989 0.9999% 0.93943 1.00000 0.99807 1.00000
8 T1.00000 0.92274 0.99951 0.99931 0.98190 0.99999 0.91854 1.00000 0.76784 1,00000
1700000 099574 1.00000 0.99920 0.99997 0.99999 0.99980 1.00000 0.99921 1.00000
5 T T1.00000 0.91352 0.99981 0.99921 0.99102 0.99999 0.94110 1.00000 0.82669 1.00000
1700000 0.91353 1.00000 0.99910 0.99999 0.9999% 0.99993 1.00000 0.99968 1.00000
101 00000 0.90438 0.99994 0.99911 0.99484 0.99999 0.95936 1.00000 0.88573 1.00000
1700000 0.90438 1.00000 0.99900 1.00000 0.99999 0.99998 1.00000 0.99987 1.00000
1171000000 0.89534 D.99998 0.99901 0.99721 0.99999 0.97332 1.00000 0.90992 1.00000
1700000 0.89534 1.00000 0.99890 1.00000 0.99999 0.97999 1.00000 0.99995 1.00000
127 1.00000 0.88638 0.99999 0.99891 0.99853 0.99999 0.98297 1.00000 0.93061 1.00000
1700000 0 88638 1.00000 0.99880 1.00000 0.9999% 1.00000 1.00000 0.9$998 1.00000
13 71.00000 0.87752 1.00000 0.99881 0.99918 0.99999 0.98831 1.00000 0.94782 1.00000
1700000 0 87752 1.00000 0.99870 1.00000 0.99999 1.00000 1.00000 0.99999 1.00000
1 1.00000 0.86875 1.00000 0.99871 0.99956 0.99999 0.99217 1.00000 0.96154 1.00000
1700000 086875 1.00000 0.99840 1.00000 0.99999 1.00000 1.00000 1.00000 1.00000
157 1 00000 0.86006 1.00000 0.99861 0.99976 0.99999 0.99484 1.00000 0.97177 1.00000
1700000 086006 1.00000 0.99850 1.00000 0.99999 1.00000 1.00000 1.00000 1.00000
16 1.00000 0.85146 1.00000 0.99851 0.99987 0.99999 0.99659 1.00000 0.97852 1.00000
1-00000 0 82146 1.00000 0.99840 1.00000 0.99998 1.00000 1.00000 1.00000 1.00000
177777100000 0.84294 1.00000 0.99842 0.99993 0.99999 0.99771 1.00000 0.98384 1.00000
1:00000 0 84394 1.00000 0.99830 1.00000 0.99998 1.00000 1.00000 1.00000 1.00000
18 1.00000 0.83451 1.00000 0.99832 0.99996 0.99998 0.99848 1.00000 0.98794 1.00000
1760000 0 83481 1.00000 0.99820 1.00000 0.99998 1.00000 1.00000 1.00000 1.00000
191 00000 0.82617 1.00000 0.99822 0.99998 0.99998 0.99899 1.00000 0.99102 1.00000
1-50000 0 83617 1.00000 0.99810 1.00000 D.999%8 1.00000 1.00000 1.00000 1.00000
507 1.00000 0.81791 1.00000 0.99812 0.99999 0.99998 0.99933 1.00000 0.99329 1.00000
1-30000 6.81721 1.00000 0.99800 1.00000 0.99998 1.00000 1.00000 1.00000 1.00000
3177 1 00000 0.80973 1.00000 0.99802 0.99999 0.99998 0.99955 1.00000 0.99496 1.00000
1:00000 0-80973 1.00000 0.99790 1.00000 0.999%8 1.00000 1.00000 1,00000 1.00000
23 73 00000 0.80163 1.00000 0.99792 1.00000 0.99998 0.99970 1.00000 0.99622 1.00000
1-00900 0780163 1100060 0.69780 1.00000 0.99998 1.00000 1.0000C 1.00000 1.00000
33 1.00000 0.79361 1.00000 0.99782 1.00000 0.99998 0.99980 1.00000 0.99718 1.00000
1700000 0°79381 1.00000 099770 1.00000 0.99998 1.00000 1.00000 1.00000 1.00000
""" 3.7 100000 0.78568 1.00000 0.99772 1.00000 0.99998 0.99987 1.00000 0.99789 1.00000
1 o0 0-78568 1.00000 0.99760 1.00000 0.99998 1.00000 1.00000 1.00000 1.00000

0
0
0
L77782  1.00000 g 99763 1.00000 g 95298 ?.99991 1.00000 ?.99842 1.00000
0
0

25 1.00000 0 ] )
1000 077785 1700000 099750 1.00000 0.99998 1.00000 1.00000 $:00000 1.00000

""" 36 T1.00000 0.77004 1.00000 0.99753 1.00000 0.99998 0.99994 1.00000 0.99882 1.00000
100 B T o0e 1700000 0.99740 1.00000 0.99997 1.00000 1.00000 1200000 1.00000




00000  0.99912 1.00000
00G08 1.00000 1.00000

27 1.00000 0.76234 1.00000 0.99743 1.00000 0.99%98 0.99996 1
0.76234 1.006000 0.99730 1.00000 0.99997 1.00000 1

28 1 Qo000 8.75472 }.00000 8.99?33 }.00000 3.9999? D.99997

L]

99972 1.00000
.00000 1.00000

] 1. )
00000 075475 1.00000 0.99720 1.00000 0.99997 1.00000 1.00000 1.000860 1.00000
30 71.00000 0.74717 1.00000 0.99723 1.00000 0.99997 0.99998 1.00000 0.99951 1.00000
1700000 0. 74717 1.00000 0.99716 1.00000 G.99997 1.00000 1.00000 1.0000C 1.00000
300 1.00000 0.73970 1.00000 0.99713 1.00000 0.99997 0.99999 1.00000 0.99963 1.00000
1700000 6.73970 1.00000 D.99700 1.00000 0.99997 1.00000 1.00000 1.00000 1.00000

0

1

31 1.00000 0,73230 1.00000 0.99703 1.00000 0.99997 0.99999 1.0C0000
1 0.73230 1.00000 0.9956%0 1.00000 0. 1
32 1.00000 0.72498 1.00000 0.

1. 0.72498 1.00000 0.99680 1.00000

33 1.00000 0.71773 1.00000 0.9%684 1.00000 0 . . .
1.00000 D.71773 1.00000 0.994671 1.00000 0.99997 1.00000 1.00000 co000 1.90060
34 1.00000 0.71055 1.00000 0.995674 1.00000 0.99997 1.00000 1.00000 0.99988 1.00000
100000 0.71055 1.00000 0.99661 1.06000 0.99$97 1.00000 1.00000 1.00000 1.000600
35 1.00000 D.70345 1.00000 0.99664 1.00000 0.999$7 1.00000 1.0009¢ 0.99991 1.00000
1.00000 0.70345 1.00000 0.99651 1.00000 0.99997 1.00000 1.00000 1.00000 1.00000
3& 1.00000 0.69641 1.00000 0.99654 1.00000 0.99997 1.00000 1.00000 0.99993 1.00000
1.00000 0.59641 1.00000 0.99641 1.00000 0.99%96 1.00000 1.00000 1.00000 1.060000
37 1.00000 0.58945 1.00000 0.99644 1.00000 0.99997 1.00000 1.00000 0.99995 1.00000
1.00000 0.68945 1.00000 0.99631 1.00000 0.9%9996 1.00000 1.00000 1.00000 1.00000
38 1.00000 0.48255 1.00000 0.99534 1.00000 0.999%6 1.00000 1.00000 0.99996 1.00000
1.00000 0.68255 1.00000 0.99521 1.00000 0.99996 1.00000 1.00000 1.00000 1.060000

39 1.00000 O. .99994 1.00000 1.00000 0.99997 1.00000
1.00000 0.67573 1 1. 1.00000 1.00000

40 1.00000 0.66897 1.00000 0.99614 1.00000 0.99996 1,00000 1.00000 0.%9998 1.00000
1.00000 D.&4897 1.00000 0.99601 1.00000 0.999%6 1.00000 1.00000 1.00000 1.00000
&1 1.00000 0.66228 1.00000 9.99505 1.00000 0.99996 1.00000 1.00000 0.99998 1.00000
1.00000 0.66228 1.00000 0.99591 1.06000 0.99996 1.00000 1.00000 1.00000 1.90000
42 1.00000 0.65566 1.00000 0.99595 1.00000 0.99995 1.00000 1.00000 0.99999 1.00000
1.00000 0.65566 1.00000 0.99581 1.00000 0.99%96 1.0009¢ 1.00000 1.00000 1.00000
43 1.00000 D.44910 1.00000 0.99585 1.00000 0.99996 1.00000 1.00000 0.999%¢ 1.00000
1.00000 0.44910 1.00000 0.99571 1.00000 0,99%%6 1.00000 1.00000 1.00000 1.00000
b4 1.00000 0.64261 1.00000 0.99575 1.00000 0.99996 1.00000 1.00000 0.9999% 1.00000
f.00000 0.6428%1 1.00000 0,99561 1.00000 0.99996 1.00000 1.00000 1.90000 1.00000

1 1
1 1
. 1 D. 1.00000 1.00000 1.00000 1.00000
.99531 1.00000 0.99995 1.00000 1.00000 1 1
1 1
1 1
1
1

& 1.00000 0.99995 1.00000 1.0000¢ 1.00000 1.00000
1 o 1.00000 1.00000 1
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value for r : 0.990000
value for 8 : 0.&00000
value for m _max : 100

value for k max :
*******&*R*F****t**it*******i*tit******iltti***
The resulting table contains in avery field four values

s net r_net for security/reliability of the HIX-network
s_com r_com as shove but of @ series-parallel circuit

the horizontal index is for values of 'k'; the vertical index is fer values of 'm'

1 2 3 4 5
S 0000 0,99000 0.00000 1.00000 0.00000 TTaoe0 5 00000 1.00000 0.00000 1.00000
0-60000 0. 30000 0:00000 1.00000 0100000 1:00000 0.00000 1.00000 0.00000 100000

2 0.84000 0.980t0 0.36000 0.99990 0.00000 1.00030 0.00000 1.00000 0.00000 1.00000
0.84000 0.98010 0.59040 0.99980 0.00006 1.00000 ©.00000 1.00000 0.00000 1.00000
3 0.93600 0.97030 0.50400 0.99980 0.21600 1.00000 0.00000 1.00000 0.00000 1.00000
0.93500 0.97030 0.73786 0.99970 0.51811 1.00000 0.00000 1.00000 .00000 1.000C0

4 0.97440 0.95060 0.64800 0.99970 0.30240 1.00000 0.1296Q 1.00000 0.00000 1.00000
0.97440 0.96060 0,83223 0.99940 0.42220 1.00000 0.4260% 1.00000 0.00000 1.00000

S 0.98976 0.95099 0.74016 0.99950 0.388680 1.00000 0.18144 1.00004 0.07776 1.00000
0.98976 D.95099 0.87263 0.99950 0.70380 1.00000 0.50043 1.00000 0.33286 1.00000

6 0.99590 0.94148 0.81158 0.99950 0.47520 1.00000 0.23328 1.00000 0. 10886 1.00000
0.99590 0.94148 0.93128 0.99940 0.76778 0.99999 0.56518 1.00000 0.38473 1.00000

7 0.99836 0.93207 0.86227 0.99941 0.54294 1.00000 0.28512 1.00000 0.13997 1.00000
0.99836 0.93207 0.95602 0.99930 0.81794 0.999%% 0.62153 1.00000 0.43258 1.00000

g 0.99934 0,92276 0.89969 0.99931 0 60321 0.99999 0.33696 1.00000 0.17107 1.00000
0.909934 0.92274 0.97185 0.99920 0.85727 0.99999 0.67058 1.00000 0.47670 1.00000

9 0.99974 0.91352 0.92682 0.99921 0.65602 0.99999 0©.38208 1.00000 0.20218 1.00000
099974 0.91352 0.98199 0.99910 0.88810 0.9999¢ 0.71327 1.00000 0.51739 1.00000

10 0.999%0 0.90438 0.94665 0.99911 0.70136 0.99999 0.42452 1.00000 0.23328 1.00000
0.99990 0.90438 0.98847 0.99900 0.91227 0.99999 0.75043 1.00000 0.55492 1.00000

11 0.99996 0.89534 0.94110 0.99901 0.74085 0.99999 0.46426 1.00000 0.26197 1.00000
0.99996 0.89534 0.99262 0.99890 0.93122 0.9999% 0.78278 1.00000 6.58953 1.00000

12 0.99998 0.88638 0.97164 0.99891 0.77513 0.99999 0.50132 1.00000 0.28963 1.00000
0.59698 0.88638 0.99528 0.99880 0.94607 0.99999 0,81093 1.00000 D.52145 1.00000

13 0.99999 0.87752 0.97932 0.99881 O 80485 0.99999 0.53569 1.00000 0.31643 1.09000
0.99999 0.87752 0.99698 0.99870 0.95772 0.99999 0.83543 1.00000 0.45088 1.00000

14 1.00000 0.86B75 0.98492 0.99871 0.B30&6 0.99999 0.56773 1.00000 0.34222 1.00000
1.00000 0.84875 0.99807 0.99860 0.946685 0.99999 0.85676 1.00000 O 67803 1.00000

15 1.00600 0.86006 0.98900 0,.99861 0.85305 0.99999 0.5975& 1.00000 0.34703 1.00000
1.00000 0.86006 0.99876 0.99850 0.97401 0.999%9 0.87532 1.00000 0.70307 1.00000

16 1.00000 0.85146 0.99198 0.99851 0.87247 0.99999 0.52533 1.00000 0.39088 1.00000
100000 0.85146 0.99921 0.99840 0.97963 0.99998 0.89148 1.00000 0.72616 1.00000

17 1.00000 0.84294 0.99415 0.99842 0.88034 0.99999 0.65118 1.00000 0.41384 1.00000
100000 0.B4294 0.99949 0.99830 0.98403 0.99998 0.90555 1.00000 0.74745 1.00000

18 1.00000 0.83451 0.99574 0.99832 0.90397 0.99998 0.67525 1.00000 0.43593 1.00000
1.00000 0.83451 0.99968 0.9%820 0.98748 0.99998 0.9177% 1.00000 0.76709 1.000C0

19 1.00000 0.82617 0.9968% 0.99822 0.91666 0,99998 0.69766 1.00000 0.45719 1.00000
1.00000 0.82617 0.99979 0.99810 0.69018 0.99998 0.92B44 1.00000 6.78520 1.00000

20 1.00000 0.81791 0.99773 0.99812 O 92748 0.,99993 D0.71853 1.00000 0.47765% 1,00000
1.06000 0.81791 0.99987 0.¥9800 0.99230 6.99968 0.93772 1.00000 0.80190 1.00000

21 1.60000 0.80973 0.99835 0.99802 6.93724 0.99998 0.73795 1.00000 0.49734 1.00000
1.00000 0.80973 0.99991 0.99790 099397 0.99998 0.9457% 1.00000 O 51731 1.00000

22 1.00000 0.80163 0.99880 0.99792 0.94554 0.99998 0.75603 1.00000 0.51628 1.00000
1.00000 0.80163 0.99995 0.99780 0.99527 0.99998 0.95281 1.00000 0.83151 1.00000C

23 1.00000 0.79361 0.99912 0.99782 0.95274 0.99998 0.77287 1.00900 0.53452 1.00000
1.00600 0.79361 0.99997 0.99770 0.9042¢ 0.99998 0.95893 1.00000 0.84461 1.00000

24 1.00000 0.78588 0.99936 0.99772 0.9589% 0.99998 0.78854 1.00000 0.55206 1.00000
1.00000 0.78568 0.999%8 0.99760 0.99709 0.99998 0.96425 1.00000 0.85670 1.00000

25 1.00000 0.77782 0.99953 0.99763 0.96441 0.99998 0,80313 1.00000 0.56895 1.00000
100000 0.77782 0.99999 0.99750 O 69772 0.99998 0.96888 1.00000 0.86734 1.00000

26 1.00000 0.77004 0.9996&6 0.99753 0.94912 0.99998 0.81671 1.00000 0.5851%9 1.00000
1700000 0.77004 ©.99999 0.99740 0,99821 0 99997 0.97292 1.00000 0.87812 1.00000




27 1.00000 0.76234 0.99975 0.99743 0.97320 0.99998 0.82935 1.0000C 0.6
1.00000 0.76234 0.99999 0.99730 0,.99860 0.99997 0.97643 1.00000 0.8875% 1.00000

28 1.00000 0.75472 0,.99982 0.99733 0.97674 0.99997 0.84114 1.00000 0.461587 1.00000
1.00000 0.75472 1.00000 0.93720 0.99890 £.99997 0.97948 1.00000 0.89634 1.00000
29 1.00000 0.74717 0.99987 0.99723 97982 0.99997 0.85210 1.00000 0.63035 1.00000
$.00000 0.74717 1.00000 0.99710 L9914 0.99997 (.98214 1.00000 0.%0440 1.00000

[
0
.73970 2.99990 g 99713 3.98249

30 1.000090 0 - .8 &
1.00000 0.73970 .00000 0.99700 99932 0.99997 0.9 91183 1.00000
31 1.00000 0.73230 0.99993 0.99703 0.98480 0.99997 27181 1.00000 0.465769 1.00000
1.00000 0.73230 1.00000 0.99690 0.99947 0.999%7 SBAAT 1.00000 .9186% 1.000G0
32 1.00000 0.72498 0.99995 0.99693 .98681 0.99997 0.88065 1.00000 67059 1.00000
1.00000 0.724%8 1.00000 0.99580 .99958 0.99997 0.98822 1.0C000 -9250% 1.00000
33 1.00000 0.71773 0.99996 0.99684 .98855 0.99997 0.88889 1.00000 68301 1.00000
1.00000 0.71773 1.00000 0.99671 99987 0.99997  0.98975 1.00000 .93084 1.00000
34 1.00000 0.71055 0.99997 0.99674 0.99007 0.99997 39655 1.00000 69496 1.00000
1.00000 0.71055 1.00000 0.99661 JF9974 0.99997 99108 1.00000 0.93622 1.00000

0345 0.%9998 0. .70645 1.00000
1.00000 0.%9651 -94118 1.00000

0 0 0

0 a 0

0 0 0

0 0 0

0 0 0 0

0 0 0 a

¢ 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0
361 00000 0.69641 0.99999 0.99654 0.99252 0.99997 0.91034 1.00000 0.71752 1.00000
1 000 0. E964T 1.00000 0.99541 0.99584 0.99996 0.99324 1.00000 0.94575 1.00000
37100000 0.68945 0.99999 0.99644 0.99351 0.99997 0.91653 1.00000 ©.72817 1.00000
1-00000 0.¢8945 1.00000 0.99831 0.99988 0.99996 0.99412 1.00000 0.94997 1.00000
38 T1.00000 0.68255 0.99999 0.99634 0.99437 0.99996 0.92229 1.00000 0.73841 1.00000
1700000 0 68353 1.00000 0.99621 0.99990 0.99996 0.99488 1.00000 0.95386 1.00000
30 1.00000 0.67573 0.99999 0.99624 0.99511 0.99996 0.92765 1.00000 0.74827 1.00000
1700000 0 67573 1.00000 0.99611 0.99392 D.99996 0.99554 1.00000 0.95745 1.00000
20100000 0.66897 1.00000 0.99614 0.99576 0.99996 0.93264 1.00000 0.75776 1.00000
1700000 0. 65807 1.00000 0.99601 0.99994 0.99996 0.99612 1.00000 0.98076 1.00000
a1 100000 0.66228 1.00000 0.99605 0.99632 0.99996 0.93729 1.00000 076689 1.00000
1:00000 0- 66558 1.00000 0.99591 0.99905 0.99996 0.99652 1.00000 0.96381 1.00000
a2 T1.00000 0.65566 1.00000 0.99595 0.99681 0.99996 0.94162 1.00000 0.77568 1.00000
1:00000 0.65286 100000 D.99581 0.99996 0.99996 0.99706 1.00000 0.96662 1.00000
i3 T 1.00000 0.64910 1.00000 0.99585 0.99723 0.99996 0.94564 1.00000 0.78413 1.00000
1700000 0-64010 1.00000 D.99571 0.99957 0.99996 0.99744 1.00000 0.96922 1.00000
o T 1700000 0.64261 1.00000 0.99575 0.99759 0.99996 0.94940 1.00000 0.79227 1.00000
1:00000 0.64261 1.00000 0.99361 0.99998 0.99996 0.99777 1.00000 0.97161 1.00000
a5 1700000 0.63619 1.00000 0.99565 0.99791 0.99996 0.95289 1.00000 0.80010 1.00000
180000 0.63610 1.00000 0.99351 0.09998 0.99996 0.99806 1.00000 0.97382 1.00000
i6 T 1.00000 0.62982 1.00000 D.99555 0.99819 0.99996 0.95614 1.00000 0.80763 1.00000
1°00000 063085 1.00000 0.99341 0.99999 0.99995 0.99831 1.00000 0.97586 1.00000
27 100000 0.62353 1.00000 0.99545 0.99843 0.99996 0.95917 1.00000 0.81488 1.00000
1700000 0.43383 1.00000 0.99531 0.9999% 0.99995 0.99853 1.00000 0.97775 1.00000
25 1000000 0.61729 1.00000 0.99536 0.99844 0.99995 0.96198 1.00000 0.82186 1.00000
1-00000 0°61756 1.00000 0.99521 0.99999 0.99995 0.99872 1.00000 0.97946 1.00000
2o 1 00000 0.61112  1.00000 0.99526 0.99882 0.99995 0.96461 1.00000 0.82857 1.00000
1 B 21115 1700000 0.99511 0.09995 0.99995 0.99889 1.00000 0.98106 1.00000
so 1 00000 0.60501 1.00000 0.99516 0.99897 0.99995 0.96705 1.00000 0.83504 1.00000
100000 0:20201 100000 0.99501 0.99999 0.99995 0.99903 1.00000 0.98253 1.00000
517 100000 0.59896 1.00000 0.99506 0.99911 0.99995 0.96932 1.00000 0.84125 1.00000
1700000 059896 1.00000 0.99491 1.00000 0.99995 0.99916 1.00000 0.9838% 1.00000
53771700000 0.59297 1.00000 0.99496 0.99923 0.99995 0.97144 1.00000 0.84724 1.00000
100005 0739357 1.00000 0.9948% 1.00000 0.99995 0.99927 1.00000 0.98514 1.00000
TTe3 100000 0.58706  1.00000 0.99486 0.99933 0.99995 0.97341 1.00000 0.85300 1.08000
1-30900 5 38704 1.00000 0.99471 1.00000 0.99995 0.99936 1.00000 0.98830 1.00000
TR 100000 058117 1.00000 0.99476 0.99942 0.99995 0.97524 1.00000 0.85854 1.00000
1-08000 0-28117 1700000 0.99561 1.00000 0.99995 0.99944 1.00000 0.98737 1.00000
TTEETTT 71000000 0.57535  1.00000 0.99467 0.99949 0.99995 0.97695 1.00000 0.86387 1.00000
100000 0 27835 1.00000 0.99451 1.00000 0.99995 0.99952 1.00000 0.98835 1.00000
""" e T 1.00000 0.56960 1.00000 0.99457 0.99956 D.99995 0.97854 1.00000 0.86900 1.00000
1 e 3:22060 1.00000 0.99442 1.00000 0.99994 0.99958 1.00000 0.98925 1.00000
""" 77 100000 0.56391 1.00000 0.99467 0.99962 0.99995 0.98002 1.00000 0.87394 1.00000
1 8:22391 1.00000 0.99432 1.00000 0.99994 0.99963 1.00000 0.9900% 1.00000
""" a1 00000 0.55827 1.00000 0.99437 0.99967 0.99994 0.98140 1.00000 0.87869 1.00000
8 1. o000 D:23857 1.00000 0.99422 1.00000 0.99994 0.99968 1.00000 099086 1.00000




59 1.00000 0.55268 1.00000 G.99427 0.99971 0.99994 0.9824% 1.00000 0.88326 1.00000
1.00000 0.55268 1.00000 0.99412 1.00000 D.999%4 0.99972 1.0 0.99157 1.00000

60 1.00000 8 54716 1.00000

1.00000 100000 099994 0.99976 1.00000 9233 1.00000

81 1.00000 0.54169 1.00000 0.99408 0.99978 0.99994 0.98499 1.00000 0.89190 1.00000
1700000 0.84169 1.00000 0.99392 1.00000 0.99994 0.9997¢ 1.00000 0.99283 1.00000

62 1.00000 0.53627 1.00000 0.99398 0.99981 0.9999 0.98603 1.00000 0.89597 1.00000
1700000 0.53627 1.00000 0.99382 1.00000 0.99994 0.99982 1.00060 0.99339 1.00000

83 1.00000 0.53091 1.00000 0.99388 0.99984 0.99994 0.98699 1.00000 0.89989 1.00000
1.00000 0.53091 1.00000 0.99372 1.00000 0.99994 0.99984 1.00000 0.99390 1.00000

64 1.00000 0.52560 1.00000 0.99378 0.99986 0.99994 0.98789 1.00000 0.90366 1.00000
1700000 0.52560 1.00000 0.99362 1.00000 0.99994 0.99986 1.00000 0.99438 1.00000

65 1.00000 0.52034 1.00000 0.99368 0.99988 0.99994 0.98873 1.00000 0.90730 %.00000
100000 085034 1.00000 0.99352 1.00000 0.99994 0.9998B 1.00000 0.99431 1.00000

66 1.00000 0.51514 1.00000 0.99358 0.99989 0.99994 0.98950 1.00000 0.91079 1.00000
1700000 051514 1.00000 0.99342 1.00000 0.99993 0.99989 1.00000 0.99522 1.00000

67 1.00000 0.50999 1.00000 0.99348 0.99591 0.99994 0.99023 1.00000 0.91415 1.00000
1700000 050999 1.00000 0.99332 1.00000 0.99903 0.09951 1.00000 0.99559 1.00000

68 1.00000 0.50489 1.00000 0.99339 0.99992 0.99993 0.99090 1.00000 0.91739 1.00000
1700000 0.30489 1.00000 0.99322 1.00000 0.99993 0.99992 1.00000 0.99593 1.00000

- 59 1.00000 0.49984 1.00000 0.99329 0.99993 0.9999% 0.99153 1.00000 0.92050 1.00000
100000 0.49984 1.00000 0.99312 1.00000 0.99993 0.99993 1.00000 0.99625 1.00000

700 1.00000 0.49484 1.00000 0.99319 0.99994 0.99993 0.99211 1.00000 0.92350 1.00000
. 100000 0.49484 1.00000 0.99302 1.00000 0.99993 0.99994 1.00000 0.99654 1.00000
71 1.00000 0.48989 1.00000 0.99309 0.99995 0,99993 0.99246 1.00000 0.92638 1.00000
100000 0.48989 1.00000 0.99292 1.00000 0.99993 0.99995 1.00000 0.99681 1.00000

72" T1.00000 0.48499 1.00000 0.99200 0.99995 0.99993 0.99317 1.00000 0.92916 1.00000
100000 0.4849¢ 1.00000 0.99283 1.00000 0.99993 0.99995 1.00000 0.99708 1.00000

75 1.00000 0.48014 1.00000 0.99280 0.99996 0.99993 0.99364 1.00000 0.93183 1.00000
1200000 0.48014 1.00000 0.99373 1.00000 0.99993 0.99994 1.00000 0.9972% 1.00000

74 1.00000 0.47534 1.00000 0.99280 0.99997 0.99993 0.99408 1.00000 0.93440 1.00000
1700000 0.47534 1.00000 0.99963 1.00000 0.99993 0.99997 1.00000 0.99750 1.00000

75 1.00008 0.47059 1.00000 0.99270 0.99997 0.99593 0.99448 1.00000 0.93687 1.00000
1.00000 0.4705¢ 7.00000 0.99253 1.00000 0.99993 0.99997 1.00000 0.99769 1.00000

76 1.00000 0.46588 1.00000 0.99260 0.99997 0.99993 0.99487 1.00000 0.93925 1.00000
1700000 0.46588 1.00000 0.99243 1.00000 0.99992 0.99997 1.00000 0.99787 1.00600

77 1.00000 0.46122 1.00000 0.99250 0.99998 0.99993 0.99522 1.00000 0.94154 1.00000
100000 0.46122 1.00000 0.99233 1.00000 0.99992 0.99998 1.00000 0.99804 1.00000

78 1.00000 0.45661 1.00000 0.99240 0.99998 0.99992 0.99555 1.00000 0.94374 1.00000
1:00000 0.45681 1.00000 0.99223 1.00000 0.99993 0.99958 1.00000 0.99819 1.00000

76 1.00000 0.45204 1.00000 0.99230 0.99998 0.99992 0.99586 1.00000 0.94586 1.00000
1700000 0.45204 1.00000 0.99313 1.00000 0.99992 0.99998 1.00000 0.99833 1.00000

B0 1.00000 0.44752 1.00000 0.99221 0.9999% 0.99992 0.99514 1.00000 0.94790 1.00000
100000 0.44755 1.00000 0.99203 1.00000 0.9999Z 0.99998 1.00000 0.99846 1.00000

81 1.00000 0.44305 1.00000 0.99211 0.99999 0.99992 0.99641 1.00000 0.94987 1.00000
1700000 0.44308 1.00000 0.99193 1.00000 0.99993 0.99999 1.00000 U.99858 1.00000

82 1.00000 0.43862 1.00000 0.99201 0.99999 0.99992 0.99666 1.00000 0.95176 1.00000
1700000 0.43862 1.00000 0.99183 1.00000 0.99992 06.99999 1.00000 0.99869 1.06000

83 1.00000 0.43423 1.00000 0.99191 0.99999 0.99992 0.99689 1.00000 0.95357 1.00000
1700000 0.43423 1.00000 0.99173 1.00000 0.99992 0.99999 1.00000 0.99379 1.00000

82 7100000 0.42989 1.00000 0.99181 0.99999 0.99992 0.99710 1.00000 0.95532 1.00000
1:00000 042989 1.00000 0.99163 1.00000 0.99992 0.99999 1.00000 0.9938% 1.00000

85 1.00000 0.42559 1.00000 0.99172 0.99999 0.99992 0.99730 1.00000 0.95701 1.00000
1700000 043559 1.00000 0.99154 1.00000 0.99992 0.99999 1.00000 0.99897 1.00000

86 1.00000 0.42133 . 1.00000 0.99162 0.99999 0.99992 0.99749 1.00000 0.95863 1.00000
1700000 0 43133 100000 0.99144 1.00000 0.99991 0.99998 1.00000 0.99905 1.00000

27 1.00000 0.41712 1.00000 0.99152 0.99999 0.99992 0.99766 1.00000 0.96019 1.00000
1700000 0.41713 1.00000 0.99134 1.00000 0.99991 0.99999 1.00000 D0.99913 1.00000

'''' 8s  1.00000 0.41295 1.00000 0.99142 1.00000 0.99991 0.99782 1.00000 0.96169 1.00000
1706000 021505 1.00000 0.99124 1.06000 0.99991 1.00000 1.06000 0.99919 1.00000

‘‘‘‘ 29 T1.00000 0.40882 1.00000 0.99132 1.00000 0.99991 0.99797 1.00000 0.96313 1.00000
. 1700000 0 40882 1.00000 0.99114 1.00000 0.99951 1.00000 1.00000 0.99926 1.00000
T o0 T 00000 0.40473  1.00000 0.99122  1.00000 0.99991 0.99811 1.00000 0.96452 1.00000
1700000 0-40473 1.00000 0.99104 1.00000 0.99991 1.00000 1.00000 0.9931 1.00000




91 1.06000 0.40068 1.00000 0.99113 1.00000 0.99991 0.99824 $.00000 0.96586 1.00000
1.00000 0.40068 1.00000 0.99094 1.00000 0.99991 1.00000 1.00000 0.99937 1.00000

92 1.00000 0.39668 1.00000 0.99103 1.00000 0.99991 O.
0.39668 1.00000 0.99084 1. 0.99991 1.00000 1.0000C0

0

1

93 1.00000 8.392?1 1.00000 3.99093

1.
Q0000 0.39271 . 00000 99991 .00000 1.00000
4 1.00000 0.38878 1.00000 0.99083 1.00000 0.99991 0.99858 1.00000 D.96958 1.00000
1.00600 0.38878 1.00000 0.99064 1.00000 0.99991 1.00000 1.00000 0.99950 1.00000
95 1.C0000 0.38490 1.00000 0.99073 1.00000 0.99%991 .99868 1.00000 0.97072 1.00000
1.00000 0.38490 1.00000 0.$%054 1.00000 0.999%1 .00000 1.00000 0,99954 1.00000
9& 1.00000 0.38105 1.00000 0.99064 1.00000 0.99991 99877 1.00000 .97183 1.00000
1.00000 0.38105 1.00000 0.99045 1.00000 O 1.00000

0

1
- ] 0
.99990 1.00000 1.00000 0.99958

0 0

1 0

0

1

97 1.00000 0.37724 1.00000 0.92054 1.00000 0.99991 .99886 1,00000 97289 1.00000
1.00000 0.37724 1.00000 0.99035 1.00000 0.99990 .00000 1.00000 .99961 1.00000
g8 1.00000 0.37346 1.00000 0.99044 1.00000 0.99990 L99B93 1.00000 0.97391 1.00000
1.00000 0.37346 1,00000 0.99025 1.00000 0.99990 .00000 1.00000 0.99964 1.00000
9% 1.00000 0.36973 1.00000 0.99034 1.00000 0.99990 0.99901 1.00000 0.97489 1 000040
1.00000 0.36973 1,00000 0.99015 1.00000 0.99990 1.00000 1.00000 0.99967 1 Co00Y
100 1.00000 0.36603 1.00000 0.99024 1.00000 0.99990 0.99908 1.00000 0.97584 1.00000
1700000 0.368603 1.00000 0.99005 1.00000 0.99990 1.00000 1.00000 0.9%96%9 1.00000

e v ok ok o o p arame ters LT EEE3d3 11 )

velue for r : 0.990000
value for s @ 0.400000
value for m_max : 10040
value for k max :

3
ttitiil*ﬂﬂﬂ'k*************i***t**i***i*********
The resulting table contains in every field four values

s_net r_net for security/reliability of the MIX-network
s_com r_com a& above but of a series-parallel circuit

the horizental index is for values of 'k'; the vertical fndex is for values of ‘m'

1 2 3 4 5

ST 0 40000 0.99000 0.00000 1.00000 0.00000 1.00000 0.00000 1.00000 0.00000 1.00000
0740000 0.99000 0.00000 1.00000 0.00000 1.00000 0.00000 1.00060 0.00(00 1.00000

5" 0 64000 0.98010 0.16000 0.99990 0.00C00 1.00000 0.00000 %.00000 0.00000 1.00000
062000 0 08010 D.29440 0.99980 0.00000 1.00000 6.00600 1.00000 0.00000 1.00000

3 T 0.78400 0.97030 0.25600 0.99980 0.06400 1.00000 0.00000 1.00000 0.00000 1.00000
078200 0.97030 0.40730 0.99970 0.17997 1.00000 0.00000 100000 0.90000 1.00000

2 087040 0.96060 0.35200 0.99970 0.10240 1.00000 0.02560 1.00000 0.00000 1.00000
087040 0.96040 0.50213 0.99960 0.23246 1.00000 0.09853 1.00000 0.00000 1.00000

s 092224 0.95099 0.43264 0.99960 0.14080 1.00000 0.0409& 1.00000 0.01024 1.00000
0703554 095099 0.58179 0.99950 0.28158 1.00000 0.12161 1.0000C 0.05016 1.00000

6 0.95334 0.94148 0.50406 0.99950 0.17920 1.000060 0.05632 1.00000 0.01638 1.00000
0702334 0 94148 0.84870 0.99040 0.32756 0.99999 0.14410 1.00000 0,.05989 1.00000

7 0.97201 0.93207 0.56627 0.99941 0.21514 1.00000 0.07168 1.00000 0.02253 1.00000
007501 093307 0.70491 0.99930 0.37059 0.99999 0.156601 1.00000 0.06952 1.00000

5 0.98320 0.92274 0.62074 0.99931 0.24961 0.99999 0.08704 1.00000 0.02867 1.00000
0 0a350 0.92274 0.75212 0.99920 0.41088 0.9999% 0.18736 1.00000 D0.07904 1.00000

o 098992 0.91352 0.66835 0.99921 0.28260 0.99999 0.10201 1.00000 0.03482 1.00000
0 58002 0 01352 D0.79178 0.99910 0.44858 0.99999 0.20816 1.00000 0.03847 1.00000

10 0.99395 0.90438 0.70999 0.99911 0.31412 0.99999 0.11674 1.00000 0.04096 1.00000
0156305 0 00438 0.82510 0.99900 0.48387 0.99999 0,22843 1.00000 0.09781 1.00000

110 09637 0.89534  0.74640 0.99901 0.34426 0.99999 0.13123 1.00000 0.04704 1.00000
0 39837 0 89534 O0.BS308 0.99890 0.51690 0.99999 0.24819 1.00000 0.10705 1.00000

12 0.99782 0.88633 0.77823 0.99891 0.37308 0.99999 0.14549 1.00000 0.05308 1.00000
0.00785 0 83538 0.87659 0.99880 0.54782 0.99999 0.26743 1.00000 9.11619 1.00000

13 099869 0.87752 0.80608 0.99881 0.40062 0.9999% 0.15951 1.00000 0.05909 1.00000
0 99860 0 87785 D.8963L 0.99870 0.57676 0.99999 0.28619 1.00000 0.12524 1.00000

12T 0.99922 0.86875 0.83042 0.99871 0.42696 D.99999 0.17331 1.00000 0.06506 1.00000
090055 0 86875 0.91292 0.99860 0.60385 0.9999¢ 0.30446 1.00000 0.13420 1.00000

15 0.99953 0.86006 0.85171 0.99861 0.45214 0.99999 0.18687 1.00000 0.07099 1.00000
0700083 0 BE004 0.92685 0.99850 0.62920 0.9999% G.32227 1.00000 0.14306 1.00000




16 0.99972 0.85146 0.87033 0.99851 0.47622 0.99999 0.20022 1.00000 0.07688 1.09000
0.99972 0.85146 U.93856 0.99840 0.65293 0.99998 0.33962 1,00000 0.15184 1.00000

17 0.90983 0.84294 0.88661 0.99842 0.49923 0.9999¢ 0.21334 1.00000 0.08274 1.00000
0.99983 0.84294 0.94839 0.99830 0.67515 0.99998 0.35652 1.00000 0.16052 1.00000

18 0.99990 D.83451 0.90084 0.99832 0.52124 0.99998 0.22625 1.00000 0.08855 1.00000
0.99990 0.83451 0.95665 0.99820 0.49594 0.99998 0.37300 1.00000 0.16912 1.00000

19 0.99994 0.82617 0.91329 0.99822 0.54227 0.99998 0,23895 1,00000 0.09433 1.00000
0.99994 0.82617 0.96358 0.99810 0.71540 0.99998 0,38905 1.00000 0.17763 1.00000

20 0.999%6 0.81791 0.92418 0.99812 0.56239 0.99998 0.25144 1.00000 0.10008 1.00000
0.99906 0.81791 0.96941 0.99800 0.73349 0.99998 0.40469 1.00000 0.18605 1.00000

21 0.99998 0.80973 0.93370 0.99802 0.58162 0,99998 0.26373 1.00000 0.10579 1.00600
0.99998 0.80973 0.97430 0.99790 0.75066 0.99998 0.41993 1.00000 0.19438 1.00000

22 0.99999 0.80163 0.94202 0.99792 0.40000 0.99998 0.27581 1.00000 0.11146 1.00000
0.99999 0.80%43 0.97B42 0.99780 0.76662 0.99998 0.43478 1.00000 0.20263 1.00000

23 0.99999 0.793561 0.94930 0.99782 0.61758 0.99998 0.28749 1.00000 0.11709 1.00000
0.9999% 0.79361 0.98187 0.99770 0.78155 0.99998 0.44925 1.00000 0.21080 1.00000

24 1.00000 0.78548 0.95566 0.99772 0.563438 0.99998 0.29938 1.00000 0.12269 1.00000
1.00000 0.78568 0.98477 0.99760 0.79553 0.99998 0.46335 1.00000 0.216888 1.00000

25 1.00000 0.77782 0.96123% 0.997583 0.65045 0.99998 0.31088 1.00000 0.12826 1.00000
1.00000 0.77782 0.98721 0.99750 O0.80862 0.99998 0.47703 1.00000 0.22688 1.00000

26 1.00000 0.77004 0,94610 0.99753 0.66581 0.99998 0.3221% 1.00000 0.13379 1.00000
1.00000 0.77004 0.98925 0.99740 0.82087 0.99997 0.49047 1.00000 0.23480 1.00000

27 1.00000 0.74234 0.97035 0.99743 0.68049 0.99998 0.33331 1.00000 0.13928 1.00000
1.00000 0.76234 0.99097 0.99730 0.83233 0.$9997 0.50351 1.00000 0.24263 1,00000

28 1.00000 0.75472 0.97408 0.99733 0.69453 0.99997 0.34426 1.00000 0.14474 1.00060
1.00000 0.75472 0.99242 0.99720 0.84306 0.99997 0.51622 1.00000 0.2503% 1.00000

2% 1.00000 0.74717 0.97733 0.99723 0.70794 0.99997 0.35502 1.00000 0.15016 1.00000
1.00000 0.74717 0.99363 0.99710 0.85311 0.99997 0.5286% 1.00000 0.25806 1.00000

30 1.00000 0.73970 0.98018 0.99713 0.72079 0.99997 0.36550 1.00000 0.15555 1.00000
1.00000 0.73970 0.99465 0.99700 0.86251 0.99997 0.54068 1.00000 0.26566 1.00000

31 1.00000 0.73230 0.98267 0.99703 0.73306 0.99997 0.37801 1.00000 0.,16091 1.00000
1.00000 0.73230 0.99551 0.99690 0,87131 0.99997 0.55244 1.00000 0.27318 1.00000

32 1.00000 0.72498 0.98484 0.99693 0.74479 0.99997 0.38625 1.00000 0.18523 1.00000
1.00000 0.72408 0.99622 0.99680 0.87954 0.99997 0.56389 1.00000 0.28062 1.00000

33 1.00000 0.71773 0.98674 0.99684 0.75600 0.99997 0.39633 1.00000 0.17152 1.00000
1.00000 0.71773 0.99683 0.99471 0.88725 0.999?7 0.57506 1.00000 0.2879% 1.00000

34 1.00000 0.71055 0.9BB41T D.99674 0.76672 0.99997 0.40623 1.00000 0.17678 1.00000
1.00000 0.71055 0.99734 0.99661 0.89447 0.99997 0.58594 1,00000 0.29528 1.00000

35 1.00000 0.70345 0.98986 0.99864 0.77697 0.99997 0.41598 1.00000 0.18200 1.00000
1.00000 0.70345 0.99776 0.99651 0.90122 0.99997 0.59654 1.00000 0.30250 1.00000

36 1.00000 0.69641 0.99114 0.99654 O0.7B677 0.99997 0.42556 1.00000 0.1871%¢ 1.00000
. 1.00000 0.69641 0.99812 0.995641 0.90754 0.99996 0.60686 1.00000 0.30964 1.00000
37 1.00000 0.68945 0.99225 0.99644 0.795614 0.99997 0.43499 1.00000 0.19234 1.00000
1.00000 0.6B8945 0.99842 0.99631 0.91345 0.999956 0.61693 1.00000 0.31677 1.00000

38 1.00000 0.68255 0.99322 D.99634 0.80510 0.99996 0.44426 1.00000 0.19746 1.00000
1.00600 0.58255 0.99867 0.99621 0.91900 0.999946 0.62674 1.00000 0.32371 1.00000

39 1.00000 0.67573 0.99407 0.99624 0.81367 0.99996 0.45338 1.00000 0.20255 1.00000
1.00000 0.67573 0.99889 D.99811 0.92418 0.99996 0.63629 1.00000 0.33063 1.00000

40 1.00000 0.66897 0.99482 0.99614 0.82185 0.99996 0.46235 1.00000 0.20767 1.0000G0
1.00000 0.66897 0.99906 0.99601 0.92904 0.99996 0.64560 1.00000 0.33748 1.00000

41 1.00000 0.66228 0.99547 0.99605 0.82968 0.99996 0.47117 1.00000 0.21244 1.000C0
1.00000 0.66228 0.99921 0.995%1 0.93358 0.99996 0.65467 1.0000G 0.34427 1.00000

42 1.00000 0.65566 0.99604 0.99595 0.83717 0.99996 0.47985 1.00000 9.25763 1.00000
1.00000 0.45564 0.99934 0.99581 0.93783 0.99996 0.66352 1.00000 0.35098 1.00000

43 1.00000 0.64910 0.99453 G.99585 D0.84432 0.999%6 0.48839 1.00000 0.22259 1.00000
1.00000 0.64910 0.99%945 0.99571 0.94181 0.999%& 0.67213 1.00000 0.35763 1.00000

44 1.00000 9.64261 0.99697 G.99575 0.85116 0.99996 0.49679 1.00000 0.22752 1.00000
1.00000 0.64261 0.99953 0.99561 0.94553 0.99996 0.68052 1.00000 0.35421 1.00000

45 1.00000 0.63619 0.99735 0.99565 0.85770 D.99996 0.50504 1.00000 0.23242 1.00000
1.00000 0.63619 0,9%961 0.9955%1 0.94902 0.99996 0.88870 1.00000 0.37072 1.00000

46 1.00000 0.62982 0.99768 0.99555 0.863956 0.99996 0.51317 1.00000 0.23729 1.00000
- 1.00000 0.62982 0.99967 0.99541 0.95228 0.99995 0.695667 1.00000 0.377146 1.00000
47 1.00000 0.62353 0.99797 0.99545 0.86993 0.99996 0.52116 1.00000 0.24213 1.00000
1.00000 0.62353 0.99972 0.99531 0.95534 0.99995 0.70444 1.00000 0.38354 1.00000




i 100000 061729 0.99823 0.99536 0.B7565 0.99995 0.52901 1.00000 0.24694 1.00000
1D B 51755 099977 0.99521 0.95819 0.99995 0.71200 1.00000 0.38985 1.00000

2o 1 00000 0.61112  0.99845 0.99526 0.88111 0.99995 0.53674 1.00000 0.25171 1.00000
1 s 0:21115 0109581 0.99511 0.96087 0.99995 0.71937 1.00000 0.39610 1.00000

3o 1100000 0.60501  0.99864 0.99515 0.88634 0.99995 0.54435 1.00000 0.25646 1.00000
100000 0-50201 0.09984 0.99501 0.96337 0.99995 0.72656 1.00000 0.40228 1100000

31T 00000 0.50896 0.99882 0.99506 0.89133 0.99995 0.55182 1.00000 0.26118 1.00000
100000 020892 B 90988 0.99491 0.94572 0.99995 0.73356 1.00000 0.40840 1.00000

53 1 00000 §.59207 0.99896 0.99496 0.89611 0.99995 0.55918 1.00000 0.26586 1.00000
1 oo00n 0120507 0.99988 0.99481 0.96791 0.99995 0.74038 1.00000 0.41446 1.00000

531 00000 0.58704  0.99909 0.99486 0.90067 0.99995 0.56641 1.00000 0.27052 1.00000
1 B:28704 0.99990 0.99471 0.06997 0.99995 0.74703 1.00000 0.42046 1.00000

i1 00000 0.58117 0.99921 0.99476 0.90504 0.99995 0.57353 1.00000 0.27514 1.00000
100000 0138117 0.00992 0.99461 0.97189 0.99995 0.75350 1.00000 0.42639 1.00000

S 100000 0.57535 0.99931 0.99467 0.90921 0.99995 0.58053 1.00000 0.27974 1.00000
1-00000 0:-27233 0790083 0.99451 0.97369 0.99995 0.75981 1.00000 0.43227 1.00000

s 100000 0.56960 0.99939 0.99457 0.91320 0.99995 0.58741 1.00000 0.28431 1.00000
1 00 0.26950 0.99994 0.99442 0.97537 0.99994 0.76596 1.00000 0.43808 1.00000

571 00000 0.56391 0.99947 D.99447 0.91701 0.99995 0.59418 1.00000 0.28885 1.00000
1 e 0726301 099995 0.99432 0.97695 0.99994 0.77195 1.00000 0.44383 1.00000

s2 1 00000 0.55827 0.99954 0.99437 0.92066 0.99994 0.60084 1.00000 0.29336 1.00000
1008 0722837 0.9909é 0.99422 0.97842 0.99994 0.77779 1.00000 0.44953 1.00000

5o " T1.00000 0.55268 0.99959 0.99427 0.92415 0.99994 0.60739 1.00000 0,29784 1.00009
100 033528 0.99997 0.99412 0.9798D 0.99994 0.78348 1.00000 0.45517 1.00000

60 100000 0.54716 0.99965 0.99417 0.92748 0.99994 0.61384 1.00000 0.30230 1.00000
100000 0724716 0°99997 0.99402 0.98110 0.99994 0.78902 1.00000 0.46075 1.00000

61 1 00000 054149 0.99969 0.99408 0.93067 0.99994 0.62017 1.00000 0.30672 1.00000
1 S 0124160 0.99998 0.99392 0.98231 0.99994 0.79442 1.00000 0.46627 1.00000

6> 1100000 0.53627 0.99973 0.99398 0.93371 0.99994 0.62641 1.00000 0.31112 1.00000
100000 0133657 099998 0.99382 0.98344 0.99994 0.79969 1.00000 0.47173 1.00000

231 00000 0.53001 0.99976 0.99388 0.93663 0.99994 0.63254 1.00000 0.31549 1.00000
100000 3-23091 0.00098 0.99372 0.98450 0.99994 0.80431 1.00000 0.47714 1.00000

21 00000 0.52560 0.99979 0.99378 0.93941 0.99994 D0.43857 1.00000 0.31983 1.00000
100000 0135240 0.99999 0.99362 D0.98549 0.99994 0.80981 1.00000 0.48250 1.00000

25 1000000 0.52034 0.99982 0.99368 0.94207 0.99994 0.64450 1.00000 0.32414 1.00000
1.00000 0:2503¢ 0799999 0.99352 0.08642 0.9999¢ 0.81468 1.00000 0.48780 1.00000

s6 1000000 0.51514  0.99984 0.99358 0.94462 0.99994 0.65033 1.00000 D0.32843 1.00000
1-00000 3:21214 0700009 0.99342 0.98729 0.99993 0.81942 1.00000 0.49304 1.00000

27 1100000 0.50999 0.99986 0.99348 0.94705 0.99994 0.65607 1.00000 0.33269 1.00000
) 000 0130009 0.09999 0.99332 0.98810 0.99993 0.82405 1.00000 0.49823 1.00000

65 1.00000 D.50489 0.99988 0.99339 0.94938 0.99993 0.66172 1.00000 0.33692 1.00000
1-00900 030480 099999 0.99322 0.98886 0.99993 0.82855 1.00000 0.50337 1.00000

a6 100000 049984 0.99989 0.99329 0.95160 0.99993 0.46727 1.00000 0.34113 1.00000
10000 O to08s 0.99990 0.99312 098958 0.99993 0.83204 1.00000 0.50846 1.00000

20" 100000 0.49484 0.99991 0.99319 0.95373 0.99993 0.67273 1.00000 0,34531 1.00009
1 O - igass 090009 0.99302 0.99024 099993 0.85722 1.00000 0:51349 1.00000

31T 1 00000 0.48989 0.99992 0.99309 0.95576 0.99993 0.67810 1.00000 0.34948 1.00000
100000 . 1 00000 0.99292 0.99087 099993 0.84138 1.00000 0:51847 1.00000

23T 100000 0.48499  0.99993 0.99299 0.95771 0.99993 0.48338 1.00000 0.35359 1.00000
1O 048495 1.00000 0.99283 0.99145 0.99993 0.84544 1.00000 0.52340 1.00000

23T 1 00000 0.48014 0.9999% 0.99289 0.95956 0.99993 0.68858 1.00000 0.35768 1.00000
1 O B-aB0ts 1:00000 0.99273 0.99200 0.99993 0.84940 1.00000 0.52828 1.00000

e 100000 0.47534 0.99995 0.99280 0.96134 0.99993 0.69369 1.00000 0.36176 1.00000
|- O-aT233s 3:00000 0.99263 0.99251 0.99993 0.85326 1.00000 0:53311 1.00000

25T 00000 0.47059 0.99995 0.99270 0.96304 0.99993 0.69872 1.00000 0.36581 1.00000
1. 00000 047039 1:00000 0.99353 0.99299 0.99993 0.85707 1.00000 0.53789 1.00000
2100000 0.46586 0.99996 0.99260 0.96466 0.99993 0.70366 1.00000 0.36983 1.00000
1D 9:22288 1700000 0.99243 0.99344 0.99992 0.86067 1.00000 0.56263 1.00000

""" 5771 00000 0.46122 0.99996 0.99250 0.96622 0.99993 0.70852 1.00000 0.37383 1.00000
1. OO0 B ae12s 100000 0.99233 0.99386 0.99992 0.B&424 1.00000 0.54737 1.00000

""" e 100000 D.45661 0.99997 0.99240 0.96770 0.99992 0.71331 1.00000 0.37780 1.00000
1.00000 B-425ar 100000 0.99223 0.99425 0.95992 0.86772 1.00000 0,55194 1.00000

""" o 100000 0.45204 0.99997 0.99230 0.96912 0.99992 0.71801 1.00000 0.38174 1.00000
100 - 2a: 1100000 0199573 0.99462 0199992 0.87110 1100000 0.53653 1.00000




- 0. .38547 1.00000
00000 0.99203 0.99496 0.99992

i 3

1.00000 0.44752 87440 1.00000 0.56107 1.00000

; 8171700000 0.44305 0.99998 0.99211 0.97178 0.99992 0.72719 1.00000 0.38956 1.00000
1700000 0°44308 1.00000 0.99193 0.99529 0.99992 0.87762 1.00000 0.56557 1.00000

32 1.00000 0.43862 0.99998 0.99201 0.97302 0.99992 0.73167 1.00000 0.39343 1.00000
1- 00000 0-438¢2 1.00000 0.69183 0.99559 0.99992 0.88075 1.00000 0.57002 1.00000

33 1.00000 0.43423 0.99998 0.99191 0.97420 0.99992 0.73607 1.00000 0.39728 1.00000
1:00000 0. 43423 1.00000 0.99173 0.99587 0.99993 0.88380 1.00000 0.57442 1.00000

2a  T1.00000 0.42989 0.99999 0.99181 0.97533 0.99992 0.74040 1.00000 0.40110 1.00000
1700000 0.43989 1.00000 0.99163 0.99413 0.99992 0.88678 1.00000 0.57878 1.00000

85 T1.00000 0.42559 0.99999 0.99172 0.97642 0.99992 0.74466 1.00000 0.40490 1.00000
1700000 043559 1.00000 0.99154 0.99638 0.99992 0.B8968 1.00000 0.58309 1.00000

36 1.00000 0.42133 0.99999 0.99162 0.97745 0.99992 0.74885 1.00000 0.40868 1.00000
1700000 0-43133 1.00000 0.99144 0.99641 0.99991 0.89250 1.00000 0.58736 1.00000

57 100000 0.61712 0.99999 0.99152 0.97845 0.99992 0.75298 1.00000 0.41243 1.00000
1 00000 0.41715 1.00000 0.99134 0.99683 0.99991 0.89525 1.00000 0.59159 1.00000

281 00000 0.41295 0.99999 0.99142 0.97939 0.99991 0.75703 1.00000 0.41615 1.00000
100000 0 41208 1.00000 0.99124 0.99703 0.99991 0.89793 1.00000 0.59577 1.00000

a0 1.00000 0.40882 0.99999 0.99132 0.98030 0.99991 0.76102 1.00000 0.41986 1.00000
1:00000 D 40882 1.00000 0.99174 0.99722 0.99991 0.90055 1.00000 ©.59991 1.00000

o0 1.00000 0.40473 0.99999 0.99122 D0.98116 0.99991 0.76494 1.00000 0.42354 1.00000
1-90000 040473 1.00000 0.99104 0.99740 0.99991 0.90309 1.00000 0.60400 1.00000

~ 91 T 1 00000 0.40068 0.99999 0.99113 0.98199 0.99991 0.76880 1.00000 0.42719 1.00060
1:00000 0.40066 1.00000 0.99094 0.99757 0.99991 0.90557 1.00000 0.&0806 1.00000

93" 1.00000 0.39668 1.00000 0.99103 0.98278 0.99991 0.77259 1.00000 0.43083 1.00000
1700000 0.39668 1.00000 0.99084 0.99772 0.99991 0.90799 1.00000 0.61207 1.00000

o5 1 00000 0.39271 1.00000 0.99093 0.98354 0.99991 0.77632 1.00000 0.43444 1.00000
100000 0°39571 1700000 0.99074 0.99787 0.99991 0.91035 1.00000 0.61604 1.00000

oi T1.00000 0.38878 1.00000 0.99083 0.98426 0.9999% 0.77999 1.00000 0.43802 1.00000
1700000 0°38878 1.00000 0.99064 0.99801 0.99991 0.912464 1.00000 0.61998 1.00000

o5 1.00000 0.38490 1.00000 0.99073 0.98495 0.99991 0.78360 1.00000 0.44159 1.00000
1 O oe 0° 38400 100000 0.90054 0.99813 0.99991 0.91488 1.00000 0.62387 1.00000

o6 1.00000 0.38105 1.00000 0.99064 0.98562 0.99991 0.78716 1.00000 0.44513 $.00000
1700000 0.38105 1.00000 0.99045 0.99825 0.99990 0.91706 1.00000 0.62772 1.00000

57 1.00000 0.37724 1.00000 0.99054 0.98625 0.99991 0.79065 1.00000 0.44B45 1.00000
1700000 0. 37754 1.00000 0.99035 0.99834 0.9999¢ 0.91918 1.00000 0.63153 1.00000

o8 1.00000 0.37345 1.00000 0.99044 0.98685 0.99990 0.79408 1.00000 0.45215 1.00600
1700000 0 37346 1.00000 0.99025 O0.99847 0.99990 0.92125 1.00000 0.63530 1.00000

o9 1.00000 0.36975 1.00000 0.99034 0.98743 0.99990 0.79746 1.00000 0.45562 1.00000
1700000 0.36573 1.00000 0.9901% 0.99857 0.99990 0.92327 1.00000 0.639G4 1.00000

. 160 1.00000 0.35603 1.00000 0.99024 0.98798 0.99990 0.80079 1.00000 0.45907 1.00000
1700000 036603 1.00000 0.99005 0.99866 0.99990 0.92523 1.00000 0.64274 1.00000
110100000 0.33103 1.00000 0.98926 0.99233 0.99989 0.83117 1.00000 9.49242 1.00000
1-00000 033103 1.00000 0.98906 0.99931 0.99989 0.94231 1.00000 0.67768 1.06000

1507 T1.00000 0.29938 1.00000 0.98828 0.99511 0.99988 0.85692 1.00000 0.52371 1.00000
1:00000 050038 1700000 0.98807 0.99964 0.99988 0.95549 1.00000 0.70920 1.00000

1307 100000 0.27075 1.00000 0.98731 0.99688 0.99987 0.87874 1.00000 0.55307 1.00000
1 oo0n 0:5%072 1700000 0.98708 0.99982 0.99987 0.96566 1.00000 ©.73765 1.00000

120 1 00000 0.24487 1.00000 0.98633 0.09801 0.99986 0.89723 1.00000 0.58062 1.00000
1000 0 54487 1.00000 0.98610 0.99990 0.99986 0.97350 1.00000 0.76331 1.00000

1507 T1.00000 0.22145  1.00000 0.98535 0.99873 0.99985 0.91290 1.00000 0.£0648 1.00000
1-09990 0:55143 1200000 0.98511 0.99995 0.99985 0.97955 1.00000 0.78646 1.00000

16071 00000 0.20028 1.00000 0.98438 0.99919 0.99984 0.92619 1.00000 0.83073 1.00000
1-00000 9350058 1700000 0.98413 0.99997 0.99984 0.98423 1.00000 080734 1.00000
170100000 0.18113  1.00000 0.98340 0.99948 D.99983 0.93744 1.00000 0.65350 1.00000
100000 B:18113 1700000 0.98314 0.99999 0.99983 0.98783 1.00000 0.82519 1.00000

180 1.00000 0.15381 1.00000 0.98243 0.99967 0.99982 0.94698 1.00000 D0.67486 1.00000
1-00090 0116381 1.00000 0.98216 0.99999 0.99982 0.99061 1.00000 ©.84319 1.00000

90" 1 00000 014814 1.00000 0.98146 0.99979 0.99981 0.95507 1.00000 0.69490 1.00000
100093 0-14814 1.00000 0.98118 1.00000 0.99981 0.99275 1.00000 0.85852 1.00000

T 00 T1.00000 0.13398  1.00000 0.98049 0.99987 0.99980 0.96192 1.00000 0.71371 1.00000
10000 813308 1.00000 098020 1.00000 0.99980 0.99441 1.00000 0.87236 1.00000
T30 1000000 0.92117 1.00000 0.97952 0.99991 0.99979 0.96773 1.00000 0.73136 1.00000
1.00000 0-1211% 1700000 0.97925 1.00000 0.99979 0.99565 1.00000 0.88485 1.00000




220 1.06000 0.10958 %.00000 0.97855 0.99995 0.99978 0.97265 1.00000 0.74792 1.00000
1.00000 0,10958 1 1.00000 0.89511 1.00000
--------------------------------------------------- . 0.76346 1.00000
.00000  0.%6627 1.000C0

80456 1.00000
%3117 1.00000

260 1.00000 0.
1.00000 0.07331 1.00900

270 1.00000

0. 0. 816461 1.00000
1.00000 0.064630 1.00000 G.97336 9

3790 1.00000

280 1.00000 Q.0599&
1.00000 O

. 0.83853 1.00000
.99946 1.00000 0.94946 1.00000

290 1.00000 0.05423 1.00000
1.00000 0

0

o

0

o

0

O

0

0

[

0
300 1.00000 0.04%04 1.00000 0.97082 1.00000 0.99971 0.99272 1.00000 0.84848 1.00000
1.00000 0.04504 1.00000 0.97044 1.00000 0.99970 0.99958 1.00000 0.93440 1.00000
310 1.00000 0.04435 +.00000 0.96986 1.00000 0.99970 0.99383 1.00000 0.85782 1.000CC
1.00600 0.04435 1.00000 0.96%47 1.00000 0.9996% 0.99958 1.00000 0.95886 1.00000
320 1.00000 0.04011 1.00000 0.94890 1.00000 0.9996% 0.99477 1.00000 0.B6658 1.00000
100000 6.04011 1.00000 0.96851 1.00000 0.99968 0.99975 1.00000 0.96288 1.00000
330 §.00000 0.03628 1.00000 0.967% 1.00000 0.99958 0.99557 1.00000 0.3748%1 1.00000
1.00000 0.03828 1.00000 0.96754 1.00000 0.99967 0.99%81 1.00000 0.96451 1.00000
340 1.00000 0.03281 1.00000 0.96699 1.00000 0.99967 0.99625 1.00000 0.88253 1.00000
100000 0.03281 1.00000 0.96657 1.00000 0.99966 0.99985 1.00000 0.96979 1.00000
350 1.00000 0.02967 1.00000 0.96603 1.00000 D.99966 0.99682 1.00000 06.88977 1.00000
1.00000 0.02967 1.00000 0.96560 1.00000 0.99965 0.99989 1.00000 0.97274 1.00000
350 1.00000 0.02683 1.00000 0.98507 1.00000 0.99945 0.99730 1.00000 0.89656 1.00000
1.00000 0.02683 1.00000 0.$6484 1.00600 0.99944 0.99991 1.00000 0.97541 1.00000
370 1.00000 0.02427 1.00000 0.96412 1.00000 0.99964 0.99771 1.00000 0.902%94 1.00000
1.00000 0.02427 1.00000 0.96367 1.00000 0.99953  0.99993 1.00000 0.97781 1.00000
380 1.00000 0.02195 1.00000 0.96316 1.00000 0.99963 0.99806 1.00000 0.908%2 1.00000
1.00000 0.021%5 1.00000 0.96271 1.00000 0.99962 0.99995 1.0000C U.97998 1.00000
390 1.00000 0.01985 1.00000 0.96221 1.00000 0.99962 0.99836 1.00000 0.91454 1.C0000
1.00000 0.01985 1.00000 0.96175 1.00000 0.99941 0.99996 1.00000 0.98194 1.00000
400 1.00000 0.01795 1.00000 0.96126 1.00000 0.99941 0.99851 1.00000 0.91981 1.00000
1.00000 0.0%795 1.00000 0.96079 1.00000 0.99940 0.99997 1.00000 0.98371 1.00000
410 1.00000 0.01623 1.00000 0.95031 1.00000 0.99960 0.99882 1.00000 0.92475 1.00000
1.00000 0.0t623 1.00000 B.959B3 1.00000 0.99959¢ 0.999%R 1.00000 0.98530 1.00000
420 1.00000 0.01468 1.00000 0.95936 1.00000 0.9995% C.99900 1.00000 0.92939 1.00000
1700000 0.01468 1.00000 0,95887 1.00000 0.99958 0.99998 1.00000 0.98474 1.00000
430 1.00000 0.01328 1.00000 0.95841 1.00000 0.99958 0.99915 1.00000 0.93374 1.00000
100000 0.01328 1.00000 0.95791 1.00000 0.99957 0.999%9 1.00000 0.98804 1.00000
440 1.00000 0.01201 1.00000 0.95746 1.00000 0.99957 0.99928 1.00000 0.93783 1.00000
1.00000 0.01201 1.0000G 0.95595 1.00000 0.99%56 0.999%9 1.00000 0.98921 1.00000
450 1.00000 0.01086 1.00000 0.95651 1.00000 0.99956 0.99939 1.00000 O0.94166 1.00000
1.00000 0.01086 1.00000 0.95600 1.000C0 0.99955 0.99999 1.00000 0.99026 1.09000
4560 1.000G0 0.00982 1.00000 0.95558 1.00000 0,99955 0.99948 1.00000 0.94526 1.00000
1.00000 0.00982 1.00000 0.95504 1.00000 0.99954 0.9999% 1.00000 0.99121 1.00000
470 1.00000 0.00888 1.00000 0.95462 1.00000 0.99954 0.99956 1.00000 94863 1.00000
1.00000 0.00838 1.00000 0.95409 1.00000 0.99953 0.99999 1.00000 .99207 1.00000

Q
0

490 1.00000 0.00727 1.00000 0.95273 1.00000 0.99952 0.99969 1.00000 95477 1.00000
1.00000 0.00727 1.00000 0.$5218 1.00000 0,9995%1 1.00000 1.00000 99355 1.00000
300 1.00000 0.DD657 1.00000 0.95179 1.00000 0.99951 0.99973 1.00000 0.95756 1.00000
100000 0.00657 1.00000 G.95123 1.0000¢ 0.99950 1.00000 1.00000 0.99418 1.00000
510 %+.00000 0.00594 1.00000 0.95084 1.00000 0.9995Q0 0.99977 0.99999 C.96017 1.00009
1.00000 0.00594 1.00000 0.95028 1.00000 0.99949 1.00000 0.999%9 0.99475 1.00000
520 1.00000 0.00537 1.00000 0.94990 1.00000 0.99949 0.99981 0.99999 0.94263 1.00000
1.00000 0.00537 1.00000 0.%4933 1.00000 0.99948 1.,00000 0,.999%% 0.99526 1.00040
530 1.00000 0.G0486 71.00000 0.94896 1.00000 0.99948 0.99984 0.9999% 0.96493 1.00000
1.00000 0.00486 4.00000 G.$4838 1.00000 0.99947 1.00000 0.999%9 0.9¥573 1.00000




549 1.00000 0.00440 1.00000 0.94802 1.00000 0.99947 0.99986 0.99999 0.96709 1.00000
1.00000 0.00440 1.00090 0.94743 1.00000 0.99946 1.00000 0.99999 0.99614 1.00??0

550 1.00000 0.00398 1.00000 0.94709 1.00000 0.9994& 0.99928 0.9999% 0.96912 1.00000
1200000 0.00398 1.00000 0.94448 1.00000 0.99945 1.00000 0.99999 0.99652 1.00000

560 1.00000'0.00360 1.00000 0.94615 1.00000 0.99945 0.99990 0.9999¢ 0.97103 1.00000
1700000 0.00360 1.00000 0.94554 1.00000 0.99944 1.00000 0.9999% 0.79686 1.00000

570 1.00000 0.00325 1.00000 0.94521 1.00000 0.99944 0.99992 0.9999% 0.97281 1.00000
1.00000 0.00325 1.00000 0.94459 1.00000 0.99943 1.00000 0.99999 0.99717 1.00000

580 1.00000 0.00294 1.00000 0.94428 1.00000 0.99943 0.99993 0.99999 0.9744%9 1.00000
1.00000 0.00294 1.00006 0.94385 1.00000 0.99942 1.00000 0.99999 0.99745 1.00000

590 1.00000 0.00266 1.00000 0.94334 1.00000 0.99942 0.99994 0.9999¢ 0.97606 1.00000
1.00000 0.00246 1.00000 0.94270 1.00000 0.99941 1.00000 G.999%9 0.99770 1.00000

600 1.00000 0.00241 1.00000 0.94241 1.00000 0.99941 0.99995 0.99999 0.97754 1.00000
1.00000 0.00241 1.00000 0.94176 1.00000 0.99940 1.00000 0.$999% 0.99792 1.00000

610 1.00000 0.00218 1.00000 0.94148 1.00000 0.99940 0.99996 0.9999% 0.97892 1.00000
1.00000 0.00248 1.00000 0.94082 1.00600 0.9993¢ 1.00000 0.99999 0G.99812 1.00060

620 1.00000 0.00197 1.00000 0.94054 1.00000 0.9993% 0,999%6 0.99999 0.98022 1.00000
100000 0.00%197 1.00000 0.93988 1.00000 0.99938 1.00000 0.99999 0.99831 1.00000

&30 1.00000 0.00178 1.00000 0.9396%1 1.00000 0.99938 0.99997 0.9999% 0.98144 1.00000
1.00000 6.00178 1.00000 0.938%4 1.00000 0.9%937 1.00000 0.99999 0.99847 1.00000

640 1.00000 0.00161 1.00000 0.93858 1.00000 0.99937 0.99997 0.9999¢ 0.98258 1.00000
1.00000 0.00161 1.00000 0.93800 1.00000 0.9993& 1.00000 0.99992 0.99862 1.00000

650 1.00000 0.0014& 1.00000 0.93775 1.00000 0.99935 0.99998 0.99999 0.983446 1.00000
1.00000 0.00146& 1.00006 0.93706 1.00000 0.99835 1.00000 J.9999¢ 0.99876 1.00000

660 1.00000 0.00132 1.00000 0.93683 1.00000 0.99935 0.99998 0.9999% 0.98467 1.00000
1.0000C 0.00132 1.00000 0.93613 1.00000 0.99934 1.00000 0.99999 0.99888 1.00000

&70 1.00000 0.00119 1.00000 0.93590 1.00000 0.99934 0.99998 0.99999 0.98561 1.00000
$.00000 0.00119 1.00000 0.93519 1.00000 0.99933 1.00000 0.99999 0.9989% 1.00000

680 1.00000 0.00108 1.00000 0.93497 1.00000 0.99933 0.9999% 0.99999 0.98650 1.00000
1.00000 0.00108 1.00000 0.93426 1.00000 0.99932 1.00000 0.9999% 0.99909 1.000C0

£90 1.00000 0.00097 1.00000 9.93405 1.00000 0.99932 0.99999 0.9999% 0.98733 1.00000
1.00000 0.00097 1.00000 0.93332 1.00000 0.99931 1.00000 0.9999% 0.99918 1.00000

700 1.00000 0.00088 1.00000 0.93312 1.00000 0.99931 0.99999 0.9999% 0.93811 1.09000
1.00000 0.00088 1.00000 0.9323¢ 1.0000C 0.99930 1.00000 0.9999% 0.99926 1.00000

710 1.00000 0.00080 1.0G000 0.93220 1.00000 0.9993C 0.99999 0.99999 0.98884 1.00000
1.00000 0.00080 1.00000 0.93146 1.00000 0,99929 1.00000 G.9999% 0.99933 1.00000

720 1.00000 0.00072 1.00000 0.93128 1.00000 0.99929 0.99999 0.99999 0.98953 1.00000
1.00000 0.00072 1.00000 0.93053 1.00000 0.99928 1.00000 0.99999 0.999406 1.00000

730 1.00000 0.00065 1.00000 0.93035 1.00000 0,99928 (.99999 0.9999% 0.97078 1.00000
1.00000 0.00065 1.00000 0.§2940 1.00000 0.99927 1.00000 0,9999% 0.99945 1.00000

. 740 1.00006 0.00059 1.00000 0,92943 1.00000 0.99927 0.9999% 0.99999 0.99078 1.60000
1.00000 0.00059 1.00000 0.92867 1.00000 0.99926 1.00000 0.9999% 0.99951 1.00000

750 1.00000 0.00053 1.00000 0,%2851 1.00000 0.99926 1.00000 0.99999 0.99135 1.00000
1.00000 0.00053 1.00000 0.92774 1.00000 0.99925 1.00000 0.99999 0.99956 1.006000

760 1.00000 0.00048 1.00000 9.9275% 1.00000 0.99925 1.00000 0.9999¢ 0,.99188 1.000C0
1.00000 0.00048 1.00000 0.92581 1.00000 0.99924 1.00000 0.99999 0.99940 1,00000

770 1.00000 0.00044 1.00000 0.92558 1.00000 0.99924 1.00000 0.99999 0.99238 1.00000
1.00000 G.00044& 1.00000 0.9258% 1.00000 0.$9923 1.00000 G.9999® 0.99964 1.00000

780 1.00000 0.00039 1.00000 0.92576 1.00000 0,99923 1.00000 0.999992 0.99285 1.00000
1.00000 0.0003% 1.00000 0.92496 1.00000 0.99922 1.00000 0.9999%¢ 0.999467 1.00000

790 1.00000 0.00036 1.00000 0.92484 1.00000 0.99922 1.00000 0.99999 0.99329 1.008630
1.00000 0.00036 1.00000 0.924C4 1.00000 9,99921 1.00008 0.9999% 0.99971 1.0C000

800 1.00000 0.00032 1.00000 0.92393 1.00000 0.99927 1.00000 0.99999 0.99371 1.00000
1.00000 0.00032 1.00000 0.92311 1.00000 0.99%20 1.00000 0.92%9% 0.99973 1.00000

210 1.006000 0.0002¢ 1.00000 0.92301 1.00000 0.99920 1.0000C 0.99999 0.¢9%410 1.00000
1.00000 9.60029 1.00000 0.$2219 1.00000 0.99919 1.00000 0.9%799 0.99976 1.00000

820 1.00000 0.06026 1.00000 0.9221G 1.00000 0.99919 1.00000 0.99%9% 0.99446 1.00000
100000 0.00024 1.00060 0.92127 1.00000 0.9%®18 1.00000 0.99999 0.99976 1.00000

830 1.00000 0.00024 1.00000 0.92119 1.00000 0.99918 1.00000 0.99999 0.99480 1.00000
1.00CC0 0.C0024 1.00000 0.92035 1.00000 0.99917 1.00000 0.99999 0.99931 1.00000

- 340 1.00000 0.00022 1.00000 0.92028 1.00000 0.999%7 1.00000 0.99999 0.99512 1.00000
100060 0.00022 1.00000 0.91943 1.00000 0.99916 1.00000 0.99999 0.99982 1.00000

850 1.06000 0.0001§ 1.00000 0.91936 1.00000 0.99916 1.00000 0.9999% 0.9¢542 1.00000
1.00600 H.00019 1.G0000 0.$185% 1.00000 0.99915 1.00000 0.99999 0.99984 1.00000




8&0 1.00000 0.00018 1.00000 0.91845 1.00000 0.99915 1.00000 9.99999 0.99570 1.00000
1.60000 0.00018 1.00000 0.9175¢ 1.00000 0.99914 1.00000 0.99999 0.99936 1.00000
870 1.00000 0.00016 1.00000 G.91755 1.00000 0.99914 1.00000 0,99999 0.99597 1.00000
1.00000 0.00016 1.00000 G.91667 $.00000 0.99913 1.00000 0.99999 0.99987 1.0000D
880 1.00000 6.00014 1.00000 0.91664 1.00000 0.99913 1.00000 0.99999 0.99622 1.00000
100000 0.00014 1.00000 0.91576 1.00000 0.99912 1.00000 0.99999 0.99988 1.00000
890 1.00000 0.00013 1.00006 0.91573 1.00000 0.99%¢12 1.00000 0.9999% 0.99645 1.00000
100000 0.00013 1.0000¢ 0.9148% 1.00000 0.99911 1.00000 0.99999 0.99989 1.00000
200 1.00000 0.00012 1.000600 0.91482 1.00000 (.99911 1.00000 0.9999% 0.99647 1.00000
4.00000 0.00012 1.00000 0.91393 1.00000 0,99910 1.00060 0.9999% 0.9999% 1.90000
210 1.00000 0.00011 1.00000 0.91392 1.00000 0.99910 1.00000 0.99999 0.99488 1.00000
1.00000 0.00011 1.00000 0.£1301 1.00000 0.99909 1.00000 0.99999 0.999%1 1.00000
920 1.00000 0.00010 1.00000 0.91301 1.00000 0.99909 1.00000 0.9%%99 0.99707 1.00000
100000 0.00070 1.00000 0.91210 1.00000 0.99908 1.00000 0.9999% 0.99992 1.00000
930 1.000C0 0.0000% 1.00000 0.$1211 1.00000 0.99908 1.00000 0.99999 0.99725 1.00000
1.00000 0.0000% 1.00000 0.91119 1.00000 0.99907 1.00000 0.9999% 0.99993 1.00000
940 1.00000 0.00008 1.00000 0.91121 1.00000 0.99907 1.00000 0,9999¢ 0.99742 1.00000
1.00000 0.00008 1.00000 0.91028 1.00000 0.99206 1.00000 0,9999% 0.99994 1.00000
950 1.00000 0.00007 1.00000 0.91031 1.00000 0.99906 1.00000 0.9999% 0.99758 1.00000
1.80000 0.00007 1.00000 0.909837 1.00000 0.99905 1.00000 0.9999% 0.9%994 1.00000
Q&0 1.00000 0.00006 1.00000 0,90940 1.00000 0.99905 1.09000 0.9999¢ 0.99773 1.000C0
100000 0.00006 1.00000 G.90846 1.00000 0.99904 1.00000 0.9999% 0.99995 1.00000
970 1.00000 0.00006 1.00000 0.90850 1,00000 0.99904 1.00000 0.9999% 0.99787 1.00000
1700000 0.00006 1.00000 0.90755 1,00000 0.99903 1.00000 0.99999 0,99995 1.00000
Q80 1.00000 0.00005 1.00000 0.90761 1.00000 0.99903 1.00000 0.99999 0.99800 1.00000
100000 £.00005 1.00000 0.90664 1,D0000 0.99%02 1.00000 0.9999% 0.99996 1.00000
990 1.00000 0.00005 1.00000 0.90671 1.00000 0.99902 1.00000 0.99999 0.99812 1.00000
1.00000 0.00005 1.00000 0.90574 1.00000 0.99901 1.00000 0.9999% 0.99996 1.00000
1000 1.00000 0.00004 1.00000 0.90581 1.00000 0,99201 1.00000 0.99999 0.99824 1.00000
100000 O.00004 1.00000 0.90483 1.00000 0,.99%00 1.00000 0.99999 0.99997 1.00000

e e v e e ek ok p arameters WREE Rk T RN

value for r : 0.990000
value for s @ 0.100000
value for m_max :

100000
value for k_mex : 5
ey Feer T TR T T I I LI A2 L L L L P L L b b
The rasulting table contains in avery field four values

s _net r_net for security/reliability of the MIX-network
s com r_com as above but of e series-parallel circuit

the horizontal index is for values of 'k'; the vertical index is for values of 'm!

1 2 3 4 5

e Tt 10000 0.99000 0,00000 1.00000 0,00000 1.08000 T0.00000 1.00000 0.00000 1.00000
01O 0:32000 000000 1.60000 0.00000 1.06000 0.00000 1.00000 0.00006 1.00000

530 19000 0.98010 0.01000 0.99990 ©6.00000 1.00000 0.0000C 1.00000 ©.00000 1.00000
010000 0798010 0.01990 0.99980 0.00000 1.00000 000000 1.06000 009000 100000

3 027100 0.97030 0.01900 0.99980 0.00100 1.00000 0.00060 1.00000 0.03000 1.00000
0:35100 0.97030 0.02970 0.99970 0.00300 1.00000 000000 1.00000 0.00000 1.06000
2034390 0.96060 0.02800 0.99970 ©.00190 1.00000 0.00010 1.00000 0.00000 1.00000
0:34300 006060 0.03940 0.99960 0.00399 1.00000 0.00040 1.60000 0.00000 1.00000

S0 A0951 0.95099  0.03691 0.99960 0.00280 1.00000 0.00079 1.00008 0.00001 1.80000

o a2 0:32000 0.04901 0.99950 0.00499 1.00000 ©.00050 1.00000 0.00005 1-00000

20 46856 0.94148 0.04574 0.99950 0.00370 1.00000 0,00028 1.00000 0.00002 1.00000

0 e - 94148 0.03852 0.99940 0.00599 0.99999 0.00060 1.00000 0.00006 1.00000
0752170 0.93207  0.05449 0.99941 0.00460 1.00000 0.00037 1.00006 0.00003 1.00000
0-22170 0793307 0.0679% 0.99930 0.00698 0.99999 0.00070 1.00000 0.00007 1.00000

TR o ek953 0.92274  0.06315 0.99931 0.00550 0.99999 0.00045 1.00000 0.00004 1.00000
02002 0:9557¢ 0.07725 0.99920 0.00797 0.99999 0.00080 1.06000 000008 1.00000

""" o 0 61258 0.91352 0.07174 0.99921 0.00639 0.99999 0.00055 1.00000 0.00005 1.00000
0. 01028 0:01335 0 08648 0.99910 0.00896 0.99999 0.00090 1.00000 0.0000% 1.00000

""" 107 065132 0.90438 0.08025 0.99911 0.00729 0.99999 0.00064 1.00000 0,00006 1.00000
002132 0:00438 009562 0.99900 0.00996 0.99999 0.00100 1.00000 0.000T0 1.00000




17 0.68619 0.89534 0.08868 0.99901 0.00819 0.99999 0.00073 1.00000 0.00006 1.00000
0 €8e10 0 80534 0.10466 D.99890 0.C1095 0.99999 0.00110 1.00000 0.00011 1.00000

157 T 0.71757 0.88638 0.09704 0.998971 0.00908 0.99999 0.00082 1.00000 0.00007 1.00000
0, - 203e 0711362 0.99880 0.01193 0.99999 ©£.00120 1.00000 0.00012 1.00000

1370 74581 0.87752 0.10532 0.99881 0.00998 0.99999 0.00091 1.00000 0.00008 1.00000
D:Te281 0 87783 0.12248 0.99870 0.01292 0.99999 0.00130 1.00000 0.00013 1.00000

12 T0.77123 0.86875 0.11352 0.9987% 0.01087 0.99999 0.00100 1.00000 0.00099 1.00000
0 50153 0 82878 013125 0.99860 0.01391 0.99999 ©.00140 1.00000 0.00014 1.00000

15 0 79411 0.86006 0.12164 0.99861 0.01176 0.99999 0.00709 1.00000 ©.00010 1.00000
0 53211 0. BE00S O.13994 0.99850 0.01490 0.99999 0.00150 1.00000 0.00015 1.00000

16 0 81470 0.85146 0.12970 0.99851 0.01265 0.99999 0.00118 1.00000 0.00011 1.00000
0 B1470 085146 0.14BS4 0.99840 0.01588 0.99998 0.00140 1.00000 0.00016 1.00000

17T b B3Io% 0.84294 0.13768 0.99842 0.01355 0.99999 0.00127 1.00000 0.00012 1.00000
D-83353 0°8429¢ 015706 0.99830 0.01484 0.99998 0.00170 1.00000 0.00017 1.00000

18 0.84991 0.83451 0.14558 0.99832 0.01444 0.99998 0.00136 1.00000 0.00013 1.00000
8- 80001 D 83421 016540 0.99820 0.01785 0.99998 0.00180 1.00000 0.00018 1.00000

1o 086491 0.82617 0.15341 0.99822 0.01533 0.99998 0.00145 1.00000 0.00074 1.0C000
0 Beio1 083617 0.17383 0.99810 0.01833 0.99998 0.00150 1.00000 0.00019 1.00000

50 0 87842 0.81791 0.16117 0.99812 06.01621 0.99998 0.00154 1.00000 0.00014 1.00000
O S 0: 81701 0.1820% 0.99800 0.01981 0.99998 0.00200 1.00000 0.00020 1.00006

317 0 89058 0.80973 0.16886 0.99802 0.01710 0.99998 0.00163 1.00000 0.00015 1.00000
0789028 0.80073 0.19027 0.99790 0.0207¢ 0.99998 0.00210 1.00000 0.00027 1.00000

32 0.90152 0.80163 0.17648 0.99792 0.01799 0.99998 0.00172 1.00000 0.00016 1.00000
0 80155 D 80163 0. 19837 0.99780 0.02177 0.99998 0.00220 1.00000 0.09022 1.00000

53 T 0.91137 0.79361 0.18403 0.99782 0.01887 0.99998 0.00181 1.00000 0.00017 1.00000
091137 079361 0.20639 0.99770 0.02275 0.99998 0.00230 1.00000 0.00023 1.00000

3% B 92023 0.78568 0.19151 0.99772 0.01976 0.99998 0.00190 1.00000 0.00018 1.00000
0795053 0.78248 0.21432 0.99760 0.02373 0.99998 0.00240 1.00000 0.00024 1.00000

35 0.92821 0.77782 0.19892 0.99763 0.02064 0.99998 0.00199 1.00000 0.00019 1.00000
D-228c) U ihtRS 0.22518 0.99750 0.02470 0.99998 0.00250 1.00000 0.00025 1.00000

56 0.93539 0.77004 0.20627 0.99753 0.02153 0.99998 0.00208 1.00000 0.00020 1.00000
0103830 0°7700¢ 052996 0.99740 0.03568 0.99997 0.00260 1.00000 0.00026 1.00000

57 0 94185 0.76234 0.21354 0.99743 0.02241 0.99998 0.00217 1.00000 0.00021 1.00000
0 90185 0.76334 0.33766 0.99730 0.02665 0.99997 0.00270 1.00000 ©.00027 1.00000

28 0.6i767 0.75472 0.22075 0.99733 0.02329 0.99997 0.00226 1.00000 0.00022 1.00000
0 04Te7 O.73475 0.34528 0.99720 0.02763 0.99997 0.00280 1.00000 0.00028 1.00000

50" 0.95290 0.74717 0.22790 0.99723 0.02418 0.99997 0.00235 1.00000 ©.00023 1.00000
032500 0. 74717 0.35283 0.99710 0.02860 0.99997 0.00290 1.00000 0.00029 1.00000

30 095761 0.73970 0.23498 0.99713 0.02506 0.99997 0.00244 1.00000 0.00023 1.00000
0 95721 073670 0.32030 0.99700 0.02957 0.99997 0.00300 1.00000 0.00030 1.00000

317 0.96185 0.73230 0.24199 0.99703 0.02594 0.99997 0.00253 1.00000 0.00024 3.00000
0 o¢185 0 73530 0.26770 D.99690 0.03054 0.99997 0.00310 1.00000 0.00031 1.00000

32 0 06566 0.72498 0.2489% 0.99693 0.02681 0.99997 0.00262 1.00000 0.00025 1.00000
0 2020 045498 0.57502 0.99680 0.03151 0.99997 0.00320 1.00000 6 00032 1.00000

33 0.98910 0.71773 0.25582 0.99684 0.02769 0.99997 0.00271 1.00000 0.00026 1.00000
28Rt 0- 11553 0158257 0.99671 0.03248 0.99997 0.00329 1.06000 000033 1.00000

32 T0.97219 0.71055 0.26265 0.99674 0.02857 0.99997 0.00280 1.00000 0.00027 1.00000
09010 0171082 0038945 0.99461 0.03344 0.99997 0.00339 1.00000 0.00034 1.00000

367 0 07497 0.70345 0.26941 0.99664 0.02945 0.99997 0.00289 1.00000 0.00028 1.00000
D orear 0 70345 039655 0.99651 0.03441 0.99997 0.00349 1.00000 0.00035 1.00000

367 0 07747 0.69641 0.27610 0.99654 0.03032 0.99997 0.00298 1.00000 0.00029 1.00000
0 Ty DGocel 0750359 0.00641 0.03538 0.99996 0.00359 1.00000 0.00036 1.00000

37 067972 0.68045 0.28274 0.99644 0.03120 0.99997 0.00307 1.00000 0.0003¢ 1.00000
0 T 008042 0.31055 0.99631 0.03634 0.99996 0.00369 1.00000 0.00037 1.00000

38 o emi7s 0.68255 0.28931 0.99634 0.03207 0.99996 0.00316 1.00000 0.00031 1.00000
0-98172 3285232 0153745 0.99e31 0.03731 0.9999¢ 0.00379 1.00000 0.00038 100000
T3e T 098358 0.67573 0.29583 0.99624 0.03295 0.99996 0.00325 1.00000 0.00032 1.00000
0 38328 0 a7a73 0.32437 0.99811 0.03827 0.99996 0.00387 1.00000 0-00039 1.00000
a0 Tol98san 0.66897 0.30223 0.99614 0.03382 0.99996 0.00334 1.00000 ©.00032 1.00000
0. B 0:Ge807 0.33103 0.99601 0.03023 0.99996 0.00399 1.00000 G6.00040 1.00000

""" a1 o eme70 0.66228 0.30868 0.99605 0.03469 0.99996 0.00343 1.00000 0.00033 1.00000
0 B 0:62358 0.33772 0.99591 0.04019 0.99996 D0.00409 1.00000 0.00041 1.00000

""" 23 b eRa03 0.65566 0.31502 0.99595 0.03556 0.99996 0.00352 1.00000 0.00034 1.00000
0 0 9:93252 034434 0.99581 0.04715 0.99996 0.00419 1.00000 0.00022 1.00000




43 0.98922 0.64910 0.32130 0.99585 0.03643 0.99996 0.00360 1.00000 0.00035 1.00000
0. 98922 0.64910 0.35090 0.99571 0.04211 0.99996 0.0042% 1.0000G 0.00043 1.09000
ble 0.99030 0.64261 0.32752 0.99575 0.03730 0.99996 0.00369 1.00000 0.0003&6 1.00000
0.90030 0.564267 0.35739 0.99541 0.04307 0.99996 0.00439 1.00000 0.00044 1.000060
45 0.99127 0.63619 0.33368 0.99565 D0.03817 0.99996 0.00378 1.00000 0.00037 1.00000
0.99127 0.635619 0.356381 0.99551 0.04402 0.999%6 0.0044% 1.00000 0.00045 1.00000
46 0.99214 0.62982 0.33979 0.99555 0.03904 0.99996 0.00337 1.00000 0.00038 1.00000
0.99214 0.62982 0.37018 0.99541 0.04498 0.99995 0.00459 1.00000 0.00046 1.00000
&7 0.99293 0.62353 0.34585 0.99545 0.03991 0.99996 0.00396 1.000006 0.00039 1.00000
0.99293 0.62353 0.37647 0.99531 0.04594 0.99995 0.0046% 1.00000 0.00047 1.00000
48 0.99364 0.61729 0.35184 0.99536 0.04077 0.99995 0.00405 1.00000 0.00040 1.00000
0.99344 0.561729 0.38271 0.99521 0.04689 0.99995 0.00479 1.00000 0.00048 1.0Q000
49 0.99427 0.61112 0.35778 0.99526 0.04164 0.99995 0.00414 1.00000 0.0004%1 17.00000
0.99427 0.611%2 0.38888 0.99511 0.04784 G.99995 0.00489 1.C0000 0.00049 1.00000
50 0.99485 0.60501 0.36367 0.99516 0.04250 0.99995 0.00423 1.00000 0.00041 1.00000
0.69485 0.50501 0.39499% 0.99501 0.04879 0.99995 0.0049%9 1.00000 0.00050 1.00000
5% 0.99536 0.59896 0.36950 0.99506 0.04337 0.99995 0.00432 1.00000 0.00042 1.00000
0.99536 0.59896 0.40104 0.99491 0.04975 0.99995 0.00509 1.00000 0.00051 1.00000
52 0.90583 0.59297 0.37528 0.99496 0.04423 0.99995 0.00441 1.00000 0.00043 1.00000
0.99583 0.59297 0.40703 0.99481 0.05070 0.99995 0.00519 1.00000 0.00052 1.00000
53 0.99624 0.58704 0.38101 0.99486 0.04509 0.99995 0.00450 1.00000 0.00044 1.00000
0.090624 0.58704 0.41296 0.99471 0.05185 0,99995 0.00529 1.00000 0.00053 1.00000
54 0.99662 0.58117 0.3866% 0.99476 0.04595 0.99995 0.90459 1.00000 0.09045 1.00000
099652 0.58117 0.41883 0.99461 0.05259 0.9999% 0.0053%9 1.00000 0.00054 1.00000
55 0.99496 0.57535 0.3923% 0.99467 0.046B2 D.99995 0.00448 1.00000 0.00046 1.00000
0.99696 0.57535 0.42465 0.99451 0.05354 0.99995 G.00549 1.00000 @,00055 1.00000
56 0.99726 0.56960 0.39788 0.99457 0.04768 0.99995 0.00477 1.00000 0.00047 1.00000
0.99726 0.56960 0.43040 0.99442 0.05449 0.99994 0.00558 1.00000 0.00056 1.00000
57 0.99753 0.56391 0.40340 0.99447 0.04853 0.99995 0.00486 1.00000 0.00048 1.00000
0.99753 0.56391 0.4360% 0.99432 0.05543 0.9$9994 0.00568 1.00000 0.00057 1.00000
58 0.99778 0.55827 0.40B87 0.99437 0.04939 0.99994 0.00495 1.00000 0.0004% 1.00000
0.90778 0.55827 0.44173 0.99422 0.05638 0.99994 0.00578 1.00000 0.00058 1.00000
59 0.99800 0.55248 0.41429 0.99427 0.05025 0.999%4 0.00504 1.00000 0.00030 1.00000
0. 99800 0.55268 0.44732 0.99412 0.05732 0.999%4 0.00588 1.00000 0.0005% 1.00000
a0 D.99820 0.54716 0.41966 0.99417 0.05111 §.99994 0.00513 1.00000 0.00050 §.00000
0.99820 0.547%6 0.45284 0.99402 0.05826 0.99994 0.00598 1.00000 0.00060 1.00000
61 0.99838 0.54169 0.42498 0.99408 0.05196 0.99994 0.00522 1.00000 0.00051 1.00000
0.99838 0.56416% 0.45831 0.99392 0.05921 0.99994 0.00508 1.00000 0.00061 1.0G0000
&2 0.99854 0.53627 0.43025 0.99398 0.05282 0.999%94 0.005371 1.00600 0.00052 1.00000
0.09854 0.53627 0.46373 0.99382 0.06015 0.99994 0.00618 1.00000 0.00052 1.00000
63 0.9986Y 0.53091 0.43547 0.99388 0.05388 0.99994 0.00540 1.C0000 0.00053 1.00000
0.90849 0.53091 0.46909 0.99372 0.06109 0.99994 0,00628 1.00000 0.00063 1.00000
-2 0.99882 0.52560 0.44065 0,99378 0.05453 0.999%4 0.0054% 1.00000 G.000%& 1.00000
0.99882 0.52560 0.47440 D.99362 0.06203 0.99994 0.00638 1.00000 0.00064 1.00000
65 0.99894 0.52034 0.44577 0.99368 0.05538 0.99994 0.00558 1.00000 0.C0055 1.00000
G.00894 0.52034 0.47966 0.99352 0.06296 0.99994 0.00648 1.00000 0.00085 1.00000
66 0.99904 0.51514 0.45086 0.99358 0.05623 0.99994 0.00547 1.00000 0.00056 1.00000
099904 0.51514 0.48486 0.99342 0.06390 0.99993 0.00458 1.C0000 0.00066 1.00000
67 0.99914 0.50999 0.45589 0.99348 0.05709 0.99994 0.00576 1.00000 0.00057 1.00000
0.99914 0.50999 0.45001 0.99332 0.06484 0.99993 0.00468 1.00000 C.00067 1.00000
68 0.99923 0.50489 0.46088 0.99339 0.05794 0.99993 0.00585 1.00000 0.Q0058 1.00000
0.99023 0.50480 0,49511 0.99322 0.06577 0.99993 0.00678 1.00000 0.00068 1.00000
69 0.99930 0.49984 0.46582 0.99329 0.05879 0.99993 0.00593 1.09000 0.00059 1.00000
0.99930 0.49984 0.50014 0.99312 0.064671 0.99993 0.00488 1.00C00 0.0006% 1.00000
70 0.00937 0.49484 0.47072 0.99319 0.05964 0.99993 0.006602 1.00000 0.00059 1.00000
0.09937 0.494B4 0.50516 0.99302 0.0&764 0.99993 0.00698 1.00000 0.00070 1.000C0
71 0.99044 0.48089 G.47557 0.99309 0.0604%9 0.99993 0.00611 1.00000 0.00060 1.00000
0.99944 0.48989 0.51011 0.9$292 0.08857 0.99993 0.,00708 1.00000 0.00071 1.00000
72 0.99949 D.48499 0.48038 0.9929% 0.06133 0.99993 0.00620 1.06000 0.0006%1 1.C0030
0.09949 0.48499 0.51501 0.99283 0.04950 0.999%3 0.00717 1.00000 6.00072 1.00000
73 0.99954 0.48014 0.48514 0.9928% 0.06218 0.99993 0.0052% 1.00000 0.00062 1.00C00
0.00954 0.48014 0.51986 5.99273 0.07043 0.99993 0.0C6727 1.00000 0.00073 1.00000
74 0.99959 0.47534 0.4B986 0.99280 C.C6303 0.95993 0.00638 1.000Cy  J.00063 1.0000C
0.99959 0.47534 0.52446 0.99263 (.07136 0.99993 G.0G0737 1.00000 0.00074 1.90000




059 0.49454 0.99270 06387 8 99993 3.00667 1.00000 0.00064 }.OOUUD

75 0.99963 0.47 0. -
0.99963 0.47059 0.52941 0.99253 0.07229 0.99993 .00747 1.00000 0.00073 _:90000
. 76 0.99967 0.46588 0.49917 0.99260 0.06472 0.99993 0.00636 1.00000 0.00065 1.00000
0.99967 0.46588 0.53412 0.99243 0.07322 0.99992 0.00737 1.00000 0.00076 1.00000
77 0.99670 0.46122 0.50376 0.99250 0.06556 0.99993 0.00665 1.00000 0.00066 1.00000
0.99970 0.46122 0.53878 0.99233 0.07415 0.99992 0.00767 1.00000 0.00077 1.00000
78 0.99973 0.45661 0.50831 0.99240 0.08640 0.99992 0.00674 1.00000 0.00067 1.00000
0.99973 0.45661 0.54339 0.99223 0.07507 0,99992 0.00777 1.00000 0.00078 1.00000
7% 0.99976 0.45204 ©.51282 0.99230 0.06725 0.99992 0.00683 1.00000 0.00068 1.,00000
0.99976 0.45204 0.54796 0.99213 0.07600 0.99992 0.00787 1.00000 0.00079 1.00000
80 0.99978 0.44752 0.51728 0.99221 0.04809 0.99992 0.00692 1.00000 0.00068 1.00000
0.99978 0.44752 0.55248 0.99203 0.07692 0.99992 0.00797 1.00000 0.00080 1.00000
81 0.99980 0.44305 0.52171 0.99211 0.06893 0.99992 0.00701 1,00000 0.00069 1.00000
0.99980 0.44305% 0.55595 0.99193 0,07784 0.999%2 0.00807 1.00000 ©,.00081 1.00000
82 0.99982 0.43862 0.52609 0.99201 0.06977 0.99992 0.00710 1.00000 0.00070 1.00000
0. 99982 0.43862 0.556138 0.99183 0.07877 0.99%92 0.00817 1.00000 0.00082 1.00000
83 0.99084 0.43423 0.53044 0.99191 0.07061 0.99992 0.00719 1.00000 0.00071 1.00000
0.99084 0.43423 0.56577 0,99173 0.07969 0.99992 0.00827 1.006000 ©0.00083 1.00000
84 0.99986 0.42908% 0.53474 0.99181 0.07145 0.99992 0.00728 1.00000 0.00072 1.00000
0 90986 0.42089 0.57011 0.99163 0.080461 0.99992 0.00837 1.00000 0.00084 1.00000
85 0.99987 0.42559 0.53901 0.99172 0.07229 0.99992 0.00737 1.00000 0.00073 1.00000
0.99087 0.42559 0.57441 0.99154 0.08153 0.99992 (0.00846 1.00000 0.00085 1.00000
86 0.99988 0.42133 0.54323 0.99162 0.07312 0.99992 0.00746 1.00000 0.00074 1,00000
0.99088 0.42133 0.57867 0.99144 0.08245 0.999%1 0.00856 1.00000 0.pocas 1.00000
a7 0.99990 0.41712 0.54742 0.99152 0.073%6 0.99992 0.00754 1.00000 0.00075 1.00000
0.99990 0.41712 0.58288 0.99134 0.083346 0.99991 0.00866 1.00000 0.00087 1.00000
a8 0.99991 D.41295 0.55157 0.99142 0.07480 0.99991 0.00783 1.00000 0.00076 %.,00000
0.99991 0.41205 0.58705 0.99124 0.0B428 0.99991 0.00876 1.00000 0.00088 1.00000
g9 0.99992 0.40882 0.55568 0.99132 0.075563 0.99991 0.00772 1.00000 0.00077 1.00000
0.99992 0.40882 0.59118 0.99114 0.08520 0.99991 0.00884 1.00000 0.00089 1.00000
9Q 0.99992 0.40473 0.55975 0.99122 0.07646 0.99991 0.00781 1.00000 0.00077 1.00000
0.09002 0.40473 0.59527 0.99104 0.08411 0,99991 0.00896 1.0000¢ 0.00090 1.00G00
1 0.99993 0.40068 0.56379 0.99113 0.07730 0.99991 0.007%0 1.00000 0.90078 1.00000
0.99993 0.40068 0.59932 0.99094 0.08702 0.99991 0.00906 1.00000 0.00091 1.00000¢
92 0.99994 0.39568 0.56779 0.99103 0.07813 0.99991 0.0079% 1.00000 0.00079 1.00000
0.99994 0.39868 0.50332 0,99084 0.08794 0.99991 0.00916 1.00000 0.00092 1.00000
93 0.99994 0.39271 0.57175 0.99093 0.07896 0.99991 0.00808 1.00000 0.00080 1.00000
0.99994 0.39271 0.40729 0.9%074 0.08885 0.99991 0.00928 1.00000 0.00093 1.00000
94 0.99095 0.3B878 0.57568 0.99083 0.07979 0.99991 0.00817 1.00000 0.00081 1.00000
099995 0.38878 0.61122 0.9%084 0.08976 0.9%991 0.00936 1.00000 0.00094 1.0000¢
95 0.9999& 0.38490 0.57957 0.99073 0.08062 0.99991 0.00826 1.00000 0.00082 1.00600C
0.999%6 0.38490 0.61510 0,99054 0.0%067 0.99991 0.00946 1.00000 0.00095 1.0000C
96 0.99996 0.38105 0.58342 0.99054 0.08145 0.99991 0.00835 1.00000 (.00083 1.00000
0.99996 0.38105 0.41895 0.99045 0£.09158 0.$$990 0.00955 1.00000 0.00096 1.00000
97 0.99996 0.37726 0.58724 0.99054 0.08228 0.99991 0.00844 1.00000 0.00084 1.00000
0.69996 0.37724 0.62276 0.99035 0.09249 0.999%0 0.00965 1.00000 0.00097 1.00000
98 0.99997 0.37346 0.59102 0.99044 0.08311 0.99990 0.00855 1.00000 0.006085 1.00000
0.90997 0.37346 0.62654 0.99025 0.09340 0.99990 0.00975 1.00000 0.90098 1.00000
P2 0.99997 0.36973 0.59477 0.99034 0.08394 0.99990 0.00852 1.00000 0.00086 1.G0000
0.99997 0.356973 0.63027 0.99015 0.09430 0.999%0 0.00985 1.00000 0.00099 1.00000
100 0.99997 0.36603 0.5984%9 0.99024 0.0B477 0.99990 0.0087% 1.00C00 0.00086 1.0C000
0.99997 0.3&603 0.63397 0,99005 0.09521 0,99990 0.00%%3 1.00000 0.00100 1.0000G
110 0.99699 0.33103 0.43381 0.98926 0,09299 0.99989 0.00960 1.00000 0.00095 1 coong
0.99990 .33103 0.66897 C.98906 0.10422 0.99989 0.01094 1.00000 0.08110 1 oguoo
120 1.00000 0.29938 0.66603 0.98828 0.10114 0.99988 0.0104% 1.00000 0.00104 1.00000
1.00000 0.29938 0.70062 0.98807 0.11313 0.99988 0.01193 1.00000 0.00120 1.00000
130 1.00000 0.27075 ©0.69542 0.98731 0.10922 0.99987 0.01138 1.00000 0.00113 1.00000
1706000 0.27075 0.72925 0.98708 0.12196 0.99%87 0.01292 1.00000 0.00130 1.00000
140 1.06000 0.24487 ©.72221 0.98633 0.11723 0.99986 0.01227 1.00000 0.00%122 1.00000
1.00000 0.24487 0.75513 0.98610 0.13070 0.99986 0.01390 1.G0000 0.00140 1.00000
. 150 1.00000 0.22145 0.74665 0.98535 0.12515 0.99985 0.01316 1.00000 0.00131 1.00000
100000 0.22145 D.77855 0.98511 0.13936 0.99985 0.01489 1.00000 0.00150 1.00000
160 1.00000 0.20028 0.76894 0.98438 0.13303 0.99984 0.01405 1.00000 0.00140 1.00000
1.00000 0.20028 0.79972 0.98413 0.14792 0.99984 0.01587 1.00000 0.00160 1.00000




170 100600 098113 0.78927 0.98340 0.14082 0.99983 0.01493 1.00000 0.00149 1.00000
1700000 0.18113 0.81887 0.98314 0.15641 0.99983 0.01686 1.00000 0.0017¢ 1.00000

180" 100000 0.16381 0.80781 0.98243 0.14854 0.99982 0.01582 1.00000 0.00]58 1.00000
1 S B 16381 0.83619 0.98215 0.16481 0.99982 0.01784 1.00000 0.00180 1.00000

190 1700000 0.14814 0.82472 0.98146 0.15619 0.99981 0.0167% 1.00000 0.00167 1.00000
1-00000 014814 0.85186 0.98118 0.17312 0.99981 G.01882 1.00000 0.00190 1.00000

300 T1.00000 0.13398 0.84014 0.98049 0.16378 0.99980 0.01759 1.00000 0.00175 1.00000
1.00000 0:13398 0-84602 0.98020 0.18135 0.99980 0.01980 1.00000 0.00200 1.00000

510 1700000 0.12117 0.85421 0.97952 0.17129 0.99979 0.01847 1.00000 0.00185 1.00000
100090 0.13117 0 87883 0.97922 0.18950 0.99979 0,02078 1.00000 0.006210 1.00000
5301700000 0.10958 0.86704 0.97855 0.17874 0.99978 0.01936 1.00000 0.00194 1.00000
1 00 010028 089042 0.97824 0.19757 0.99978 0.02176 1.00000 0.00220 1.00000

530 T1.00000 0.09910 0.87873 0.97758 0.18612 0.99977 0.02024 1.00000 0.00203 1.00000
1-08900 0-08910 0.90090 0.97726 0.20556 0.99977 0.02274 1.00000 0.00230 1.00000

530 1.00000 0.089&3 0.88940 D.97661 D.19346 0.99976 0.02112 1.00000 0.00212 1.00000
1 0o8 0108953 0.91037 0.97628 0.21347 0.99976 0.02372 1.00000 0.00240 1.00000

250 T1.00000 0.08106 0.89913 0.97564 0.20069 0.99975 0.02200 1.00000 ©.00221 1.00000
1-09000 008106 0.91894 0.97531 0.22130 0.99975 0.02469 1.00000 0.00250 1.00000

360" 100000 0.07331 0.9080% D.97468 0.20787 0.99974 0.02288 1.00000 0.00230 1.00000
1 00008 B:07331 0.92669 0.97433 0.22005 06.99974 0.02567 1.00000 0.00250 1.00000

370" 7100000 0.06630 0.91610 0.97371 0.21499 0.99973 0.02376 1.00000 0.00239 1.00000
100000 0-06430 0.93370 0.97336 0.23672 0.99973 0.02664 1.00000 0.00270 1.00000

280 1.00000 0.05996 0.92348 097275 0.22205 0.99972 0.02464 1.00000 0.00248 1.00000
100050 0°03006 094004 0.97239 0.24432 0.99972 0.02761 1.00000 0.00280 1.00000

390 T1.00000 0.05423 0.93022 0.97179 0.22904 0.99971 0.02552 1.00000 0.00257 1.00000
1700000 003433 004577 0.97142 0.25184 0.99971 0.02858 1.00000 0.00290 1.00000

300 1.00000 004904 0.93636 0.97082 0.23597 0.99971 0.02640 1.00000 0.00266 1.00000
100000 004004 0 05008 0.97044 0.33929 0.99970 0.02956 1.00000 0.00300 1.0000C

3107 100000 0.04435 0.94195 0.96986 0.24283 0.99970 0.02727 1.00000 0.00275 1.00000
10000 0704433 D0 03565 0.06047 0.26667 0.99969 0.03053 1.00000 0.00310 1.00000
3307100000 0.04011 0.94706 D.96890 0.24964 0.99969 0.02815 1.00000 0.00284 1.00000
1 D §:04011 0.95089 0.98851 0.27397 0.99968 0.03149 1.00000 0.00319 1.00000

330 T1.00000 0.03628 0.95172 0.96794 0.25638 0.99968 0.02902 1.00000 0.00293 1.00000
1100000 0103638 096372 0.06754 0.28119 0.99967 0.03246 1.00000 0.00329 1.00000

300" T1.00000 0.03281 0.95597 0.96699 0.26307 0.99967 0.02999 1.00000 0.00302 1.00000
1-00000 0.03581 0°06719 0.96857 0.38835 0.99966 0.03343 1.00000 0.00339 1.00000

350 100000 0.02967 0.95984 0.96603 0.26969 0.99966 0.03077 1.00000 0,00311 1.00000
- 00000 0 05067 0.07033 0.96560 0.29544 0.99965 0.03440 1.00000 0.00349 1.00000

360 1.00000 0.02683 0.96337 0.96507 0.27625 0.99965 0.03164 1.00000 ©0.00320 1.00000
1 D O0n 0-05283 0.97317 0.08464 0.30245 0.999&4 0.03536 1.00000 0.00359 1.00000

3707 1 00000 0.02427 0.96560 0.96412 0.28276 0.99964 0.03251 1.00000 0.00329 1.00000
1 oDo0 B10545% 0197573 0.96367 0.30039 0.99963 0.03633 1.00000 0.00369 1.00000

3307 1006000 0.02195 0.96954 0.96316 0.28921 0.99963 0.03338 1.00000 0.D0338 1.00000
1 o000 0 05198 0.97805 0.96271 0.31627 0.99962 0.03729 1.060000 0.00379 1.00000

390" 100000 0.01985 0.97222 0.96221 0.29559 0.99962 0.03425 1.00000 ©.Q0347 1.00000
1 008 0.01085 098075 0.96175 0.32308 0.99961 0.03825 1.06000 0.00389 1.00000

200 1700000 0.01795 0.97466 0.96126 0.30193 0.99961 0.03512 1.00000 0.00356 1.00000
1-00000 0201798 098205 0.96079 0.32981 0.99960 0.03921 1.00000 0.003%9 1.00000

a0 1 00000 0.01623  0.97689 0.96031 0.30820 0.99960 0.03599 1.00000 0.00365 1.00000
1:00000 001623 0.98377 0.95983 0.33649 0.99959 0.04017 1.00000 0.00409 1.00000

is0 100000 0.01468 0.97892 0.95936 0.31442 0.99959 0,03486 1.00000 0.00374 1.00000
100000 D D1ace 0.08535 0.05887 0.34309 0.99958 0.04113 1.00000 0.00419 1.00000

a30  1.00000 0.01328 0.08078 0.95841 0.32058 0.99958 0.03773 1.00000 0.00383 1.00000
10000 0:01358 0 984vz 0.95791 0.34983 0.99957 0.04209 1.00000 0.00429 1.00000

i 100000 0.01201 0.98247 0.95746 0.32669 0.99957 0.03859 1.00000 0.00392 1.00000
1-00000 0.-01501 0:98799 098655 0.3561% 0.99956 0.04305 1.00000 0.00439 1.00000

aso 160000 0.01086 0.9840% 0.95651 0.33274 0.99956 0.03946 1.00000 0.00401 1.00000
L 00 0 01088 0.08914 0.93600 0.36252 0.99955 0.04400 1.00000 0.00449 1.00000

ien 1 00000 0.00982 0.98542 0.95556 0.33873 0.99955 0.04032 1.00000 0.00410 1.00000
1Oy 000083 0.99018 095504 0.34885 0.99954 0.04496 1.00000 0.00459 1.00000
Ten 100000 0.00888  0.98670 0.95462 0.34468 0.99954 0,04118 1.00000 0.00419 1.00000
1-00000 0-00888 0.90112 0.95409 0.37514 0.99953 0.04591 1.00000 0.00469 1.00000
ke’ 100000 0.00805 0.98787 0.95367 0.35057 0.99953 0.04205 1.00000 0.00428 1.00000
10000 309803 0.95157 095313 0.38337 0.99952 (0.04687 1.00000 0.00479 1.00000




490 1.00000 0.00727 O0.98894 0.95273 0.35640 0.99952 0.04291 1.00000 0.00437 1.00000
1.00000 C0.00727 C.99273 0.95248 0.38752 0.99951 0.04782 1.00000 0.00489 1.00000
500 1.00000 0.005657 0.98991 0.93179 36219 D.99951 0.04377 1.00000 0.004546 1.00000
1.00000 0.00857 0.99343 0.95123 39352 0.99950 0,04B77 1.000C0 0,0049% 1.00000

1.00000 D.0Q5%94 0.04463 0.99999 0.00454 1.00000
1.00000 O 0.04972 0.99999 0.
520 1.00000 0.00537 0.04549 0.99999 0.00463 1.00000
1.00000 O 0.05067 0. 0
1.00000 D.00486 0.99235 0.94896 0.37923 0. 0.04635 (0.99999 0.00472 1.0000C
1.00000 0.00486 0.99514 0.94838 0.41155 0.99947 0.05162 0 0.00529 1.00000
0
]
0
0
0
2

. .

540 1.00000 0.00440 0.99302 0.94802 99999 0.004%31 1.00000
1.00000 0 0. 0 0.00539 1.00000

550 1.00000 0.00398 0.99363 0.94709 0.39034 0.99946 0.04807 0.99999 0.00490 1.00000
1700000 0100398 0.99602 0.94648 0.42321 0.99945 0.05352 0.99999 0.00548 1.00000

60 1.00000 0.00360 0.99419 0.94615 0.39582 0.99945 0.04892 0.99999 0.00499 1.00000
1°00000 0°00360 009640 0.94554 D.42895 0.99944 0.05448 0.99999 0.00558 1.00000

570 T1.00000 0.00325 0.99471 0.94521 0.40125 0.99944 0.04978 0.99999 0.00508 1.00000
1700000 0.00335 0.99675 0.94459 0.43464 0.99943 0.05541 0.99999 0.00568 1.00000

580 1.00000 0.0029% 0.99517 0.94428 0.40663 0.99943 0.05063 0.99999 0.00517 1.00000
1700000 0.00394 0.99706 0.94365 0.44026 0.99942 0.05635 0.99999 0.00578 1200000

500 1.00000 0.00266 0.99560 0.94334 0.41197 0.99942 0.0514% 0.99999 0.00526 1.00000
1700000 0 00368 0.99734 0.94270 0.44584 0.99941 0.05730 0.99999 0.00588 1.00000

600 1.00000 0.00241 0.99598 0.94241 0.41725 0.99941 0.05234 0.99999 0.00535 1.00000
1°00000 0.00341 0.99759 0.94176 0.45135 0.99940 0.05824 0.99999 0.00598 1.00000

510 1.00000 0.00218 0.99634 0.94148 0.42249 0.99940 0.05319 0.99999 0.00544 1.00000
1700000 0.00218 0.99782 0.94082 D.45681 0.99939 0.05918 0.99999 0.005608 1.00000

650 1.00000 0.00197 0.99666 0.94054 0.42768 0.99939 0.05405 0.99999 0,00553 1.00000
1700000 0.00107 0.99803 0.93988 0.46222 0.99938 0.08012 0.99999 0.00818 1.00000

630 1.00000 0.00178 0.99695 0.93961 0.43282 0.99938 0.05490 0.99999 0.00562 1.00000
1-00000 0 00178 000822 0.93894 D0.46758 0.99937 0.06106 0.9999% 0.00628 1.00000

540 1.00000 0.00161 0.99722 0.93868 0.43792 0.99937 0.05575 0.99999 0.00571 1.00600
1700000 0.00161 0.99856 0.93800 0.47288 0.99936 0.06200 0.99999 0.00638 1.00000

550 1.00000 0.00146 0.99747 0.93775 0.44297 0.99936 0.05660 0.99999 0.00580 1.00000
1700000 0.00146 0.99854 0.93706 0.47812 0.99935 0.06294 0.99999 0.00648 1.00000

s60  T1.00000 0.00132 0.99769 0.93683 0.44798 0.99935 0.05745 0.99999 0.00589 1.00000
1°00000 0100135 0 90868 0.93613 0.48332 0.99934 0.06387 0.99999 0.00858 1.00000

670 1.00000 0.00119 0.99789 0.93590 0.45294 0.99934 0.05830 0.99999 0.00598 1.00000
1705000 6100119 0.99881 0.93519 0.4B846 0.99933 D0.064B1 0.99999 0.00868 1.00000

680 1.00000 0.00108 0.99808 0.93497 0.45786 0.99933 0.05914 0.99999 0.00607 1.00000
1700000 0.00108 0.99892 0.93426 0.49356 0.99932 0.08574 0.99999 0.00678 1200000

690 1.00000 0.00097 0.99825 0.93405 0.46273 0.99932 0.05999 0.99999 0.00616 1.00000
1700000 0.00097 0.99903 0.93332 0.49860 0.99931 0.05668 0.99999 0.00888 1.00000

200 1.00000 0.00088 0.99840 0.93312 0.46756 0.99931 0.06084 0.99999 0.00625 1.00000
1:00000 0-00088 0 99912 0.93236 0.50359 0.99930 0.06761 0.99999 0.00693 1.00000

216" 100000 0.00080 0.99854 0.93220 0.47234 0.99930 0.06168 0.99999 0.00634 1.00000
1700000 0.00080 0.99930 0.93146 0.50853 0.99929 0.06854 0.99999 0.00707 1.00000

250 1.00000 0.00072 0.99867 0.93128 0.47709 0.99929 0.06253 0.99999 0.00642 1.00000
1700000 0.00073 0.99928 0.93053 0.51342 0.99928 0.06947 0.99999 0.00717 1.06000

230 1.00000 0.00065 0.99879 0.93035 0.48179 0.99928 0,06337 0.99995 0.00651 1.00000
1700000 0.00065 0.99935 0.92960 0.51827 0.99927 0.07040 0.99999¢ 0.00727 1.00000

740 1.00000 0.00059 0.99889 0.92943 0.48644 0.99927 0.06421 0.99999 0.00660 1.00000
1700000 0.00050 0.99941 0.92867 0.52306 0.99926 0.07133 0.99999 0.00737 1.00000

2s0 100000 0.00053 0.99899 0.92851 0.49106 0.99926 0.06505 0.99999 0.00669 1.00000
1-90000 0100033 0.90947 0.93774 0.52781 0.99925 0.07226 0.99999 0.00747 1.00000
60100000 0.00048 0.09908 0.92759 0.49563 0.99925 0.04590 0.99999 0.00878 1.00000
1 0000 0:00048 099052 0.926A1 0.53251 0.99924 0.07319 0.99999 0.00757 1.00000
270160000 0.00044 0.99916 0.92668 0.50017 0.99924 0.06674 0.99999 0.00687 1.00000
1 00000 0.00044 0.99936 0.92589 0.53717 0.99923 0.07411 0.99999 0.00767 1.00000

T cae 1 00000 0.00039 0.99923 0.92576 0.50466 0.99923 0.06758 0.99999 0.00696 1.00000
1 O 00030 0.00041 0.02496 0.34177 0.99922 0.07504 0.99999 0.00777 1.00000

. T ies” 1000000 0.00036  0.99930 0.92484 0.50911 0.99922 0.06842 0.99999 0.06705 1.00000
1 00 800036 0.09954 0.02404 034633 0.99921 0.07596 0.99999 0.00787 1.00000

T ane 100000 0.00032 0.99936 0.92393 0.51352 0.99921 0.06925 0.99999 0.00714 1.00000
1-20000 0-00035 0709948 0.92311 0.55085 0.99920 0.07689 0.99999 0.06797 1.00000




310 1.00000 6.00029 0.99942 0.92301 0£.51790 0.99%920 0.07009 0.9999% 0.00723 1.90000

1.00000 0.00029 0.99971 0.92219 0.55532 0.99919 0.07781 0.99999 0.00807 1.00000

820 1.00000 0.00026 0.99947 0.92210 0.52223 0.9991% 0.07093 0,99999 0.00732 1.00000

1700000 0.00026 0.99974 0.92127 0.55975 0.99918 0.07873 0.99999 0.00817 1.00000

830 1.00000 0.00024 0.99952 0.92119 0.52652 0.99918 0.07176 0.99999 0.00741 1 00000

100060 0.00024 0.99976 0.92035 0.56413 0.99917 0.07965 0.99999 0.00827 1.00000

840 1.00000 0.00022 0.9%956 0.92028 0.53078 0.99917 0.07280 0.9999% 0.00750 1.00000

100000 0.00022 0.99978 0.91943 0.56847 0.99916 0,08057 0.99999 0 00836 1.00000

850 1.00000 0.0D01Y 0.99960 0.91936 0.53500 0.99%16 0.07343 0.99999 0.0075% 1.00000

100000 0.0001% 0.99981 0.91851 0.57277 0.99%15 0.0814% 0.99999 0.00846 1.00000C

B&0 1.00000 0.00018 0.99953 0.91845 0.53918 0.99915 0.07427 0.9999¢ 0.00768 1.0000¢

1.00000 G.00018 0.99982 0.91759 0.57702 0.99914 0.08241 0.99999 0.00856 1.0000C

870 1.00000 0.00016 0.99967 0.91755 0.54332 0.99914 0.07510 0.99999 0.00777 1.00000

100000 0.00016 0.95B4 0.91667 0.58123 0.99913 0.08333 0.99999 0,00866 1.00000

880 1.00000 0.00014 0.99970 0.91654 0.54742 0.99913 0.07593 0.99999 0.00785 1.00000

100000 0.00014 0.99986 0.91576 0.58540 0.99912 0.08424 0.99999 0,00875 1.00000G

890 1.00000 0.00013 0.99972 0.91573 0.55149 0.99912 0.07677 (.99999 0.00794 1.00000

1.00000 0.00013 0.95%87 0.91484 0.58953 0.99911 0.08516 0.9999% 0.00886 1.00000

900 1.00000 G.00D12 0.99975 0.91482 0.55552 0.99911 0.07760 0.99999 0.00803 1.00000

1.00000 0.00012 0.99988 0.91393 0.59361 0.99910 0.08607 0.99999 0.00896 1.00000

210 1.060000 0.00011 0.99977 0.91392 0.55952 0.99910 0.07843 0.99999 0.00812 1.00000

1.00000 0.00011 0.99989 D.91301 0.59766 0.99909 0.0B&99 0.9999% 0.00906 1.00000

920 1.00000 0.00010 0.99979 0.91301 0.56348 0.99909 0.07926 0.99999 0.00821 1.00000

1.00000 0.00010 O0.999%0 0.91210 0.60146 0.99%08 0.08790 0.9999% 0.00916 1.00G00

930 1.00000 0.00009 0.99981 0.91211 0.56740 0.99908 0.08008 0.99992 0.00830 1.00000

100000 0.00009 0.9999%1 0.91119 0.40563 0,99907 0.088381 0.99999 0.00926 1.00000

940 1.00000 0.00008 0.99982 0.91121 0.57129 0.99907 0.08091 0.99999 0.0083Y 1.00000

1.00000 0.00008 0.99992 0.91028 0.50956 0.99906 0.08972 0.9999% 0.00936 1.00000

%320 1.00000 0.00007 0.99984 0.91031 0.57514 0.99%06 0.08174 0.99999 0.00848 1.00000

1.00000 0.00007 0.99993 0.90937 0.61344 0.99905 0,09063 0.99999 0.00946 1.00000

950 1.00000 0.00006 0.99985 0.90940 0.57896 0.99905 O0.08257 0.99999 0.00857 1.00000

1' 00600 0.00006 0.99994 0.90846 0.6172%9 0.99904 0.09154 0.99999 0.00955 1.00000

970 1.00000 G.0000&6 0O.99987 0.S0850 0.58274 0.99904 0.08339 0.99999 0.00866 1.00000

1.00000 0.00006 0.99994 0.90755 0.42110 0.99903 D.09245 0.99999 D.00965 1.00000

980 1.00000 0.00005 0.99988 0.90761 0.5864%9 0.99903 0.08422 0.99999 0.00875 1.00000

1.00000 0.00005 0.99995 0.905864 0.62487 0.99902 0.09336 0.9999% 0.00975 1.00000

990 1.00000 5.00005 0.9998% 0.905671 0.59021 0.99902 0.08504 0.92999 0.00884 1.30000

1.00000 0.00005 0.99995 0.90574 0.62861 0.99901 0.09426 0.9999% 0.00985 1.00000

1000 1.00000 0.00004 0.99990 0.90581 0.59389 0.99901 0.0858& 0,99999 0.00893 1.00000
1700000 0.00004 0.99996 0.90483 0.63230 0.99%00 0.09517 0.99999 0.00995 1.00000

110¢C 1.00000 0.00002 0.99996 0.89688 0.62895 0.99891 0.09406 0.99999 0.00982 1,00000Q
1.00000 0.00002 O0.99998 0.89583 0,.66731 0.99890 0.10417 0.99999 0.01094 1 00000

1200 1.00000 0.00001 0.99998 0.BBB05 0.66098 0.99881 0.10218 0.99997 0.01071 1.00000
1.00000 0.00001 0.99999 0.88692 0.69899 0.99880 0.11308 0.9999% 0.01193 1.00000

1300 1.00000 0.00000 0.99999 0.87930 0.49025 0.99872 0.11023 0.9999¢ 0.01160 1.00000
1.00000 0.00000 1.0000C 0.8780% 0.72765 0.99870 0.12191 0.99999 0.012%92 1.00000

1400 1.00000 0.00000 1.00000 0,87063 0.71699 0.99862 0,11820 0.9999% 0.07249 1.00000
1.00000 0.00000 1.00000 0.86935 0.75358 0.99850 0.13085 0.9999% 0.01390 1.00000

1500 1.00000 0.00000 1.00000 0.86205 0.74142 0.99852 0.12610 0.99999 0.01338 1.00000
1.00000 0.00000 1.00000 0.85070 0.77704 0.99850 0.13930 0.99999 0.01489 1.00000

1600 1.00000 0.00000 1.00000 0.85356 0.74375 0.99842 0.13394 0.99998 0.01426 1.00000
100000 0.0000C 1.00000 0.85214 0.79827 0.99840 0.147356 0.99998 0.01587 1.00000

1700 1.00000 0.00000 1.00000 0.84515 0.7B414 0.99832 0.14170 0.99%98 0.01515 1.00009
100000 0.00000 1.00000 0.84366 0.81747 0.99830 0.15634 0.99998 0.01686 1.00000

1800 1.00000 ¢.00000 1.00000 0.83682 0.80278 0.99822 0.14939 0,99998 0.07404 1.00000
1.060000 0.00000 1.00000 0.83526 0.83485 0.99820 0.16474 0.99998 0.01784 1.00000

1900 1.00000 0.00000 1.0000¢ 0.82857 O0.81980 0U.99812 0.15702 0.99998 0.01692 1.00000
1.00000 0.00000 1.0000C 0.82695 0.85057 0.99810 0.17305 0.999%¢8 0.01882 1.00000

2000 1.00000 0.00000 1.00000 0.82041 0.83535 0.99802 0,16457 0.99998 0.03781 1.60000
100000 0.00000 1.00000 G.81872 0.B86480 0.99800 0.18128 0.99998 0.01980 1.00000

2100 1.00000 0.00000 1.00000 0,81233 0,.84957 0.99793 0.17206 0.99998 0.01869 1.004000
400000 0.00000 1.00000 0.81058 0.87767 0.99790 0.1R942 D.999%8 §.02078 1.0000C

2200 1.00000 6.0000G 1.00000 0.30432 0.86236 G.$9783 0,17948 4.99%98 ©.01957 1.00030
1700000 0.00000 1.00000 9.80257 0.88932 099780 0.31%74% 0.999%¢ £.02176 1.0G300G0H




2300 1.00000 Q.00000 1. 0.87442 0.99773 0.1
1.60000 0.00000 1.00000 0.79452 0.89986 0.99770 0.2
¢

2400 1.00000 0.00000 1.00000 0.78855 88526 0.99763 0.19413 0.99998 0.02134 1
100000 0.00000 1.00000 0.78662 0.90939 0.99760 0.21338 0.99998 0.02371 1.00000
2560 N 1.06600 0.00000 1.00000 0.78078 0.89517 0.99753 0.20135 0.99998 0.02222 1.00000

1.00000 0.00000 1.00000 0.77879 0.91802 0.99750 O 22121 0.99%98 0.0246% 1.00000
2600 1.00000 0.00000 1.00000 0.7730% 0.90422 0.99743 0.20851 0.99997 0.02310 1.00000
1700000 0.00000 1.00000 6.77104 0.92582 0.99740 0.228%96 0.99997 0.02567 1.00000
2700 1.00000 0.00000 1.000G0 0.746547 0.9124% 0.99733 0.21560 0.99%97 0.02397 1.00000
1.00000 0.00000 1.00000 0.76337 0.93289 0.99730 0.23663 0.99997 0.02664 1.00000

2800 1.00000 0.00000 1.00000 0.75793 O. .
1.00000 0,00000 1.00000 0.75577 0.93928 99720
2500 1.00000 0.00000 1.00000 0.75046 0.92695 0.99714 0.22960 0.99997 0.02573 1.00000
1.00000 0.00000 1.00000 G.74825 0.94506 0.99710 0.25175 0.99%97 0.02858 1.00000
3000 1.00000 0.00000 1.00000 0.74306 D.93325 0.99704 0.23651 0.99997 0.02661 1.00000
1:00000 0.00000 1.00060 0.74081 0£.9502% 0.99700 O 25919 0.99997 0.02955 1.00000
3100 1.00000 0.00000 1.00000 0.73574 0.93901 0.99894 0.2433% 0.99997 0.02748 1.00000
1.00000 0.00000 1.00000 0.73344 0.95502 0.996%0 O 26656 0.9%997 0.03052 1.00000
3200 1.00000 0.00000 1.00000 0.72849 0.94428 0.99684 0.25013 0.99997 0.02836 1.00000
1700000 0.00000 1.00000 0.72614 0.95930 0.99681 0.27386 0.99997 0.0314% 1.00000
3300 1.00000 0.00000 1.00000 0.72131 0.94909 0.99674 0.25685 0.99997 0.02923 1.00000
100000 0.00000 1.00000 0.71891 0.96318 0.99671 0.28169 0.99997 0.03246 1.00000
3400 1.00000 G.00000 1.00000 0.71420 0.95348 0D.99484 0.26351 0.99997 0.03010 1.00000
1.00000 0.00000 1.00000 0.71176 0.95658 0.99661 0.28824 0.99997 0.03343 1.00000

3500 1.00000 0.00000 1.00000 0.70717 O. 27011 0.99997 0.03098 1.00000
1.00000 0.00000 1.00000 0.70468 0.96986 0.99651 29532 0.99997 0,0343% 1.00000

3600 1.00000 0.00000 1.00000 0.70020 0.96117 0.99644 0.27666 0.99996 0.03185 1.00000
100000 0.00000 1.00000 0.69766 0.97273 0.99641 0 30234 0.99996 0.03536 1.00000

3700 1.00000 0.00000 1.00000 0.569330 0.96452 0.99635 0.28314 0.99996 0.03272 1.00000
1.00800 0.00000 1.00000 0.69072 0.97532 0.99631 0.30928 0.99996 0.03432 1.00000

3800 1.00000 0.00000 1$.00000 0.6B647 0.956758 0.99625 0.28957 0.99996 (0.03359 1.00000
1.00000 0.06000 1.00000 0.68385 0.97767 0.99621 0.314615 0.99996 0.03729 1.00000

3900 1.00000 0.00000 1.00000 0.67970 0.97038 0.99615 0.29593 0.99996 0.03445 1.00000
1.60000 0.00000 1.00000 0.467704 0.97980 0.99611 0.32296 0.999946 0.03825 1.00000

4000 1.00000 0.00000 1.00000 0.6730%1 0.97294 0.99605 0 30224 0.99996 0.03533 1.00000
1.00000 0.00000 1,00000 0.47631 0.98172 0.99601 0.32969 G.999%6 0.03921 1.00000

4100 1.00000 ©.00000 1.00000 C.66638 0.97528 0.99595 0.30850 0.99996 0.03520 1.00000
1.00000 0.00000 1.00000 G.86364 0.98346 0.995%1 0.33636 0.999%6 0.04017 1.G0000

4200 1.00000 0.00000 1.00000 0.65981 0.97741 0.99585 0.31470 0.99996 ©.03706 1.00000
1.00000 0.00000 1.00000 0.6570% 0.98504 0.99581 0.34297 0.99996 0.04%13 1.0000C

. 4300 1.00000 0.00000 1.G0000 0.65331 0.97936 0.99575 0.32084 0.99996 0.03793 1.00000
1.00000 0.00000 1.00000 G.45050 0.98646 0.99571 0.34950 0.999%6 0.0420% 1.00000

4400 1.00000 0.00000 1.00000 0.64687 0.98114 0.99566 0 32693 0.99996 0.03879 1.00000
1706000 0.00000 1.00000 0.64402 0.98775 0,99561 0.35598 0.99995 0.04305 1.00000

4500 1.00000 0.00000 1.00000 0.6405¢ 0.98277 0.99356 0.33296 0.99996 0.03966 1.00000
100000 0.00000 1.00000 0.43761 0.988%92 0.99351 0.36239 0.99996 0.04400 1.00000

4600 1.00000 0.00000 1.00000 0.63418 0.9B42& 0.99546 0.33894 0.99995 0.04052 1.00000
1.00000 0.00000 1.00000 0.63127 0.989%7 0.99541 -0 356873 0.99995 0.044%6 1.00000

4700 1.06000 0.00000 1.00000 0.6279%4 0.98562 0.99536 0.34486 0.99995 0.04139 1.00000
1.00000 0.00000 1.00000 0.62499 0.99093 0,99531 0.37501 ¢.99995 0.04591 1.00000

4800 1.00000 0.00000 1.00000 0.62175 0.98586 0.99526 0.35074 0.99595 0.04225 1.00000
1.00000 0.00C00 1.00000 0.51877 0.99179 0.99521 0.38123 0,.99%95 0.04587 1.00600

4900 1.00000 0.00000 1.00000 0.41562 0.98799 0.99516 0.35655 0.99995 0.04311 1.00000
1700000 0.00000 1.00000 0.61261 0.99257 0.99511 0.38739 0.99995 0.064782 1.00000

5000 1.00000 0.00000 1.0000C 0.60956 0.98903 0.99506 0,36232 0.99595 0,04397 1.00000
1.00000 0.00008 1.00000 0.40652 ©.99328 0.99501 0.39348 0.99595 0.04877 1.00000

5100 1.00008 0.00000 1.00000 0.60355 0.98998 0.99497 0.36804 0.99%95 0.04483 1.00000
1.00000 C.0DGOD  1.00000 0.40048 0.993%2 0.99491 0.%9952 0.99995 0.04972 1.00000

5200 1.00000 0.00000 1.00000 0.59760 0.99084 0.99487 0 37370 0.99995 0.0456% 1.00000
1.00000 0.00000 1.00000 0.59451 0.99450 0.99481 0 40549 0.99995 0.05067 1.00000

5300 1.00000 0.00000 1.00000 6.59171 0.99163 0.99477 0.37932 0.99995 0.04655 1.00000
1.00000 0.00000 1.0000¢ 0.5885% 0.99502 (.99471 0.41141 0.99995 0.05162 1.00000

5400 1.00000 0.G0000 1.00000 058588 0.99235 0.99467 0.38488 D.99995 0.04741 1.00000
1°00000 0.00000 1.60000 0.58273 0.99550 0.99461 0.41727 0.99995 0.05257 1.00000




-60000

0.38011
0.57693

0.99301
0.99592

0
0.9%452

0.3903%
0.42307

0.99995
0.999%5

0.04826
0.05352

1.00000
1.00000

1.00000
1.00000

0.99994
0.99994

1.00000
1.0GQ000

0.999%4
0.99994

1.00000
1.60000

1.00000C
1.00000

1.00000
1.00000

1.00000
1.00000

1.00000
1.00000

0.99717
0.99850

1.00000
1.00000

0.99741
0.99864

00000
ooooo

—
]

0.00000
D.00000

0.99764
0.99877

99339
99332

=4
.

Q.00000
0.00000

99784
9988%

[ =1=]
')

0.99329
0.69322

1.00000
1.00000

0.00000
0.00000

0.99803
0.99900

1.00060
1.00000

0.00009
0.00000

32820
PeP0%9

o0
M

1.00000
1.00000

0.00000
G.00000

.99835
99918

oo

0.99849
0.99926

99862
39933

1.0000C
1.00000

1.00000
1.00000

1.00000
1.00000

99874
LI993P

1.00000
1.00000

1

.00000

99885
99945

1.00000
1.00000

L99895
. 99950

1.00000
1.00000

. 99904
99955

00000
00000

s
..

.99912
99959

1.00000
1.00000

99920

1.00000
1.00000

Le9927
99967

1.00000
1.00000

1.000600
1.00600

1.00000
1.000C0

0.06000
0

1

.00000

1.00000
1.00000

1.00000
1.00000

1.00000
1.00000

1.00000
1.00000

0.00000
0.00c00

0

0

0

0

0

1}

0

0

]

]

0

0

0.
0.99963
0

Y

0

1}

0

o

0

]

0

0

¢

0
0.99937
]



1.00000 0.00000 1.00000 0.42256 0.99961 0.99143 06.54299 0.99991 0.07528 1 00ooo
1.00000 0.,00000 1.00000 0.418%3 0.99983 0.99134 0.58107 0.99991 0.08332 1.00000
1.00000 0.00000 1.00000 0.41840 0.99964 0.99133 0.54709 0.99991 0.07612 1.00000
1.00000 0.00000 1.00000 0.41476 0.99085 0.99124 0.58524 0.99991 0 08424 1.00000
1.00000 0,00000 1.00000 0,41428 0.99948 0.99123 0.55115 0.99991 0.07695 1.00000
1.00000 0.00000 1.00000 0.41064 0.99986 0.99114 0.58936 0.99991 0.08515 1.00000
1.00000 0.00000 1.00000 0.41020Q 0.99970 0.99113 0.55517 0.99991 0.07778 1.00000
100000 0.00000 1.00000 0.40853 0.99¢88 0.99104 0.59345 0.99991 0.08407 1.00000
1.00000 0,00000 1.00000 0.40615 0.99973 0.99103 0.55816 0.99991 0.0786% 1.00000
1.00000 6.00000 1.00000 0.40251 0.99989 0.99094 0.59749 0.99991 0.08698 1.000C0
1.00000 0.00000 1.00000 0.40215 0.99975 0.990%4 0.56311 0.99991 0.07944 1.00000
1.00000 0.00000 1.00000 0.39850 0.99990 0.99084 0.60150 0.99991 ».08790 1.00000
1.00000 0.00000 1.00000 0.39819 0.99977 0.99084 0.56703 0.99991 0.08026 1.00000
100000 0.00000 1.00000 0.39454 0.99991 0.99074 0.80546 0.99991 0.08881 1.00000
1.00000 49.00000 1.00000 9.39426 0.99979 0.99074 0.57091 0.99991 0.0810% 1.00000
1.00000 0.00000 1.00000 0.39061 0.99992 0.99064 0.60939 0.999M 6.0B%72 1.00000
1.00000 G.00000 1.00000 9.3%038 0.99981 0.99064 0.57475 0.99991 0.08192 1.00000
1.00000 0.00000 1.00000 0.38672 0.99993 0.99054 0.61328 0.99991 0.09063 1.00000
1.00000 0.00000 1.00000 0.38653 0.99983 0.99054 0.57857 0.99990 0.08274 1.00000
1.00000 0.00000 1.00000 0.38287 0.99993 0.99045 0.461713 0.99990 0.09154 1.00000
1.00000 0.00000 1.00000 0.38272 0.99984 0.99044 0.58234 0.99990 0.08357 1.00000
1°0¢000 D.00000 1.00000 0.37906 0.99994 0.¢9035 0.62094 0.99990 0.09244 1.00000
1.00000 0.0000¢ 1.00000 0.37895 0.99986 0.99035 0.58609 0.99990 0.0843%9 1.00000
1.00000 0.00000 1.00000 0.37529 0.99994 0.99025 0.62471 0.999%0 0.0%335 1.00000
1.00000 0.00000 1.00000 0.37522 0.99987 0.99025 0.58980 0.9999%0 0 08522 1.00000
1.00000 0.00000 1.00000 0.37156 0 99995 0.99015 0.62844 D.99990 0.09426 1.00000
1.00000 0.00000 1.00000 0.37152 0.99988 0.99015 0.59347 0.99990 0.08604 1.000Q0
1.00000 0.00000 1.00000 0.36786 0.99995 0.99005 0.63214 0.99990 0.09516 1.00000
1.00000 0.00000 1.00000 0.33630 0.99995 0.98917 0.62848 0.99989 0.09423 1.00000
1.00000 0.00000 1.00000 0.33285 0. 00098 0.98506 0.66715 0.95989 0.10417 1.00000
1.00000 0.00000 1.00000 0.30477 0.99998 0.9881¢ D0.66046 0.99988 0.10235 1 00Coo
1.00000 0.00800 1.00000 0.30118 0.99999 0 08807 0.69382 0.99988 0.11308 1.00000
1.00000 0.00000 1.00000 0.27804 0.9999% 0.98721 0.4B8970 0.99987 0.1103%9 1.00000
1.00000 0.00000 1.00000 0.27251 1.00000 0.98708 0,.7274% 0.99987 0.1219N 1.00000
1.00000 6.00000 1.00000 0.25001 1,00000 0.98626 0.71642 0.99986 0.11836 1.00000
1.00000 0,00000 1.00000 0.24658 1.00000 D.98410 0.75342 0.99986 0.13064 1.00000
1.00000 0.00000 1.00000 D.22644 1.00000 0.98526 0.74083 0.99985 0.12626 1.00000
1.00000 0.00000 1.00000 0.22311 1.00000 0.98511 0.77689 0.99985 0.13929 1.00000
00000 0.00000 00000 0.2050% 00000 0.98429 76315 0.99984 0% 1.00000

1.00000 0.00000 1.00000 O. . Q.
1.00000 0.00000 1.000090 0.18267 00000 0.98314 81733 0.99983 0. .00000
1.00000 0.00000 1.00000 0.18824 1.00000 0.98234 0.80218 0.99982 0.14934 1.00000
1.00000 0.00000 1.00000 0.16528 1.00000 0.98276 0.83472 0.99982 0.16475 1.00000
1.00000 0.00000 1.00000 0.15238 1.00000 0.98137 0.B1921 0.99981 9.15716 1.00000
1.00000 0.00060 1.00000 G.14955 1.00000 0.98118 0.85045 0.99981 0.17304 1.00000
1.00000 0.00000 1.00000 0.13802 1.00000 0.98040 0.83478 0.99980 0.16471 1.00000
1.00000 0,00000 1.00000 0.13532 1.00000 0.98020 0.86468 0.99980 0.18127 1.00000
1.00000 0.00000 1.00000 0.12300 1.00000 0.97943 0.84900 0.99979 0.17219 1.00000
1.00000 0.00000 1.00000 0.12244 1.00000 0.97922 0.87756 0.99979 0.18942 1.00000
1.00000 0.00000 1.00000 G.11322 1,00000 §.97846 0.86201 0.99978 0.17961 1.00900
106000 0.06000 1.00000 0.11079 1.00000 0.97824 0.88921 0.99978 0.19748 1.00000
1.00000 0.00000 1.00000 0.10254 1.00000 0.97749 0.8738% 0.99977 0 18694 4.00000
1.00000 0.00000 1.00000 0.10025 1.00000 0.97726 0.89975 0.99977 0.20547 1.00000
1.00000 0.00000 1.00000 0.09288 1.00000 0.97652 0.88475 0.99976 0.19423 1.00000
1.00000 0.00000 1.00000 0.09071 1.00000 0.97629 0.90929 0.99976 0 21337 1.00000
00000 poo0 1.00000 0.08412 .00000 0.97556 89467 0.99975 0.20146 1.00000
0.99975 0.22120 1.0C000

.07619 1.00000 0.97459 0.90374 0 0.20862 1.00000
07426 1.00006 O 0.92574 0.99974 0.22895 1.00000

0

{1

.06901 1.00000 0.
p&720 1.00000 C.97336
n .91960 D.99972 0.2

0 0.24422 1.00000

0.97266 0
‘06080 1.00000 0.97239 0.93%20 0.99972

1.0Cc000 0.000Q00C 1.00000
1. a.0 1




29000 1.00000 0.00000 1.00000 §.05661 1.00000 O
1.00000 0.00000 1.00000 0.05502 1.00000 0.97142 0.94498 0.99971

30000 1.00000 0.00000 1,00000 0.05127 1.00000 0.97074 0.93285 0.99970 0.23660 1.00000
1700000 0.0000G 1.00G0G 0.049%78 1.000C0 0.97045 0,95022 0.99970 0.25918 1.00000
31000 1.00000 0.0000¢ 1.00000 0.04644 1.00000 0.96978 0.93863 0.99969 0.24344 1.00000
1.00000 G.00000 1.00000 0.04504 1.00000 D.96548 0.95496 0.99969 0.26655 1.00000
32000 1.00000 0.00000 1.00000 0.04206 1.00000 0.946882 0.94392 0.99968 0.25022 1.00000
1.00000 0.00006 1.00000 0.04076 1.00000 0.9685% 0.95924 0.99968 0.27385 1.00000
33000 1.00000 0.0000CG 1.00000 0.0380¢ 1.00000 0.96786 0.94875 0.99947 0.256%94 1.00000
1.00000 0.0000C 1.00000 0.035688 1.00000 0.96754 0.96312 0.99967 0.28108 1.00000
349000 1.00000 0.00000 1.00000 0.03450 1.00000 0.96690 0.9¢531& 0.99966 0.2636¢ 1.00000
100000 0.00000 1.00000 0.03337 1.00000 D.96657 0.96663 0.99946 0.28823 1.00000
35000 1.00000 0.00000 1.00000 0,03125 1.00000 0.96595 0.95719 0.99965 0.27020 1.00000
1.00000 0.00000 1.00000 0.03019 1.00000 0.%6561 0.96981 0.99965 0.29531 1.00000
36000 1.00000 0.00000 1.00000 0.02830 1.00000 0.98499 0.96088 0.99964 0.27674 1.00000
1.00000 0.00C00 1.00000 0.02732 1.00000 0.96466 0.97268 0.99964 0.30232 1.00000
37000 1.00000 0.00000 1.00000 0.02563 1.00000 0.96403 0.96425 0.99963 0.28322 1.09000
1.000600 0.00000 1.00000 06.02472 1.00000 0.95368 0.97528 0.99963 0.30927 1.00000
38000 1.00600 0.00000 1.00000 0.02322 1.00000 0,.95308 0.96732 0.99962 0.28%64 1.00000
1.00000 0.00000 1.00000 0.02237 1.00000 0.95271 0.97763 0.999562 0.31614 1.00000
3000 1.00000 0.00000 1.00000 0.02103 1.00000 9.96213 0.97014 0.99961 0.29600 1.00000
1.00000 0.00000 1.00000 0.02024 91.00000 0.9617% 0.97976 0.99961 0.32294 1.00000
40000 1.00000 0.00000 1.00000 0.01$05 1.00000 0.95118 0.97271 0.99960 0.30231 1.00000
1.60000 0.00000 9.00000 0.01831 1.00000 0.94079 0.9816% 0.99960 0.32968 1.00000
41000 1.060000 0.00000 17.0000C 0.01725 1.000006 0.95022 0.97506 0.99959 0.30856 1.00000
1.60000 0.00000 1.00000 0.01457 1.00000 0.95983 0.98343 0.99959 0.33635 1.00000
42000 1.00000 0.00000 1.00000 0.01562 1.00000 0.95927 0.97721 0.99958 0.31476 1.00000
1.00000 G.00000 1.0000C 0.01499 1.00000 0.95887 0.98501 0.99958 0.34295 1.00000
43000 1.60000 0.00000 1.00000 0.01415 1.00000 0.95833 0.97917 0.99957 0.32090 1.00000
1.00000 0.00000 1.00000 0.01357 1.00000 0.95791 0.98643 0.99957 0.34949 1.00000
44000 1.060000 0.00000 1.00000 Q.01282 1.00000 0.95738 0.98096 0.99956 0.32698 1.00000
1.00000 0.00000 1.00000 0.01227 1.00G00 0.95695 0.98773 0.99956 0.35596 1.00000
45G00 1,00000 0.00000 1.00000 0.0T161 1.00000 0.95643 0Q,98260 0.99955 0.33301 1.00040
1.00000 0.0000¢ 1.000060 0.01111 1.00000 0.95600 0.9888% 0.99955 0.36237 1.00000
46000 1.00000 0,00000 1.00000 0.01051 1.00000 0.95548 0.98410 0.99954 0.33899 1.00000
1.00000 0.00000 1.00000 0.01005 1.00000 0.95504 0.98995 0.99954 0.36B72 1.00000
47000 1.00000 0.00060 1.00000 0.00952 1.00000 0.95454 0.98547 0.99953 0.34491 1.00000
1.00000 0.00000 1.00000 0,00909 1.00000 0.95409 0.99091 0.99953 0.37500 1.00000
48000 1.00000 0,00000 1.00000 0.00B463 1.00G00 0.95359 0.98672 0.99952 0.35078 1.00000
1.00000 0.00000 1.00000 0.00823 1.00000 0.95313 0.99177 0.99952 0.38122 1.00000
49000 1.00000 0.00000 1.00000 0.00781 1.00000 0.95265 0.98786 0.99952 0.33660 1.00000
1.00GC0 0.00000 1.00000 ©.00744 1.00000 0.95218 0.99256 0.99951 0.38738 1.0G000
50000 1.00000 0.000060 1.00000 0.00708 1.00000 0.95771 0.98891 0.9995%1 0.362346 1.00000
1.00000 0.00000 1.00000 0.00674 1.00000 0.95123 0.99328 0.99950 0.39347 1.00000
51000 1.00000 0.00000 9.00000 0.00641 1.00000 0.95077 0.989846 0.99950 0.346808 0.99999
1.00000 0.00000 1.00000 0.00410 1.00000 0.95028 0.99390 0.9994% 0.39951 0.99999
52000 1.00000 0.00000 3.00000 0,00580 1.00000 0.94982 D0.99074 C.99949 0.37374 0.99999
1.00000 0.00000 1.C0000 0.00552 1.00000 0.94933 0.99448 0.99948 0.40548 0.99999
53000 1.00000 0.00000 1.00000 0.00526 1.00000 0.94888 0.99153 0.99948 0.37935 0.99999
$.00000 0.00000 1.00000 0.00499 1.00000 0.94838 0.99501 0.99947 0.41140 0.99999
54000 1.00000 0.00000 1.00000 0.00476 1.00000 0.94795 0.99226 0.99947 0.3B491 0.99999
1.00000 0.00000 41.00000 0.00452 1.00000 0.94743 0.99548 0.99946 0.41725 0.99999
55000 1.06000 0.00000 1.00000 0.00431 1.00000 0.94701 0.99293 0.99946 0.39042 0.99999
1.00000 0.00000 1.00000 0.00409 1.00000 0.9464% 0.99591 0.99945 0.42305 0.99999
56000 1.00G00 0.00000 1.00000 0.0039% 1.00000 0.94807 0.99354 0.99945 0.39588 0.99999
1.00000 0.00000 1.00000 6.00370 1.00000 0,94554 0.99630 0.99944 0.42879 0.99999
57000 1.00000 0.00000 1.00000 0.00354 1.00000 0.94513 0.99409 0.99944 0.40130 0.99999
1.00000 0.00000 1.00000 0.00335 1.00000 0.9445% 0.99665 0.99943 0.43448 0.99999
58000 1.00000 0.00000 1.00000 0.00320 1.00000 0.94420 0.99460 G.99943 0.40666 0.99999
1.00000 0.00000 1.GD000 0.003D3 1.00000 0.94363 0.99697 0£.99942 0.44010 0.99999
59000 1.00000 0.000C0 1.00000 0.00290 1.00000 0.%4326 0.99307 0.99742 0.41198 0.99999
1.00000 0.00000 1.00000 0.00274 1.00000 0.94271 OC.99726 0.999471 0.44567 0.99999
60000 4.00000 0.00000 1.00000 0.00263 1.00000 Q.94233 0.99549 C.99941 0.41725 0.99999
1.00000 0.00000 1.0000G D.00248 1.00000 0.94176 G.99752 0.99940 451319 0.99099




- 0.42247 0.99999
L9903%  0.45685 0,99999

61000 1.00000 ©.00000 1 0
1.00000 0.00000 1.00000 4.
0

&2000 1.0G000 0
1.00000 0.00000

64000 1.00000 0.00000 1.00000 0.00177 1.00000 0.93861 0.99686 0.99937 0.43785 0.999%9
1700000 0.00060 1.00000 0.00166 1.00000 0.93800 0.99834 0.99934 0.47271 0.99999
&3000 1.00000 0.00000 1.00000 0.00160 1.00000 0.93768 0.99713 0.97935 0.44289 0.99959
1.00000 0.00000 1.00000 0.00150 1.00000 0.93707 0.99850 0.59935 0.47796 0.9999%

656000 1.00000 0.00000 1.00000 0.00145 1.00000 0.93675 0.99737 0.9993% 0 44788 0.99999
1.00000 0.00000 1.00000 0.00136 1.00000 0.93613 0.99864 0.99934 0.48315 0.99999

67006 1.00000 0.0000¢ 1.00000 0.00131 1.00000 0.93582 0.99780 0.99934 0.45283 0.99999
1.00000 0.00000 1.00000 0.00123 100000 0.93520 0.99877 0.99933 0.48829 0.99999

68000 1.00000 6.00000 1.00000 0.0011% 1.00000 0.93490 0.99781 D.99933 0.45773 0.99999
1.00000 0.00000 1.00000 0.00111 1.00000 0.93426 0.99889 0.99932 0.49338 0,99999

&3000 1.00000 0.00000 00000 0.00108 1.00000 0.933%97 0.99800 0.99932 0.46259 0.99999
0. 00101 1.00000 0.93333 0.99899 0.99931 0.49843 0.99999

0098 1.00000 0.93305 0.99817 0 99931
0 0 0.9990% 0

Qoeoo 0.00091  1.00000
71000 1.00000 0.00000 1.00000 0.00083 1.00000 0.93213 0.99833 0.99930 0.47218 0.99999
1.00000 0.00000 1.00000 0.00082 1.00000 0.93146 0.99918 0.99929 0.50836 0.99999
72000 1.00000 0.00000 1.00000 0.09080 1.00000 0.93120 0.99847 0.99929 0.47691 0.99999
1.00000 0.00000 1.00000 0.00075 1.00000 0.93053 0.99925 0.99928 0.51325 0.99999
73000 1.00000 0.00000 1.00000 0.00073 1.00000 0.93028 0.998&D0 0.99928 0.48159 0.99999
1.00000 0.00000 1.00000 0.00068 100000 0.92960 0.99932 0.99927 0 51809 0.9999%
74000 1.00000 0.00000 1.00000 0.0006& 1.00000 0.92936 0.99872 0.99927 0.48626 0.99999
4.00000 0.00000 1.00000 0.00061 100000 0.92867 0.99939 0.99926 0.52289 0.9999¢%
75000 1,00000 0.00000 4.00000 0.00060 1.00000 0.92844 0.99883 0.99926 0.49084 0.9999%
1.¢0000 0.00000 1.00000 0.00055 1.00000 0.92776 0.99945 0.99925 0.52764 0.99999
76000 1.00000 0.00000 1.00000 0.00054 1.00000 0.92752 0.99893 0.99925 0.49540 0.99959
1-.00000 0.06000 1.00000 6.00050 1.00000 0.92582 0.99950 0.99924 0.53234 0.99999
77000 1.00000 0.00000 1.00000 0.00049 1.00000 0,92660 0.99902 0.99924 0.49993 0.99999
1.00000 0.00000 1.00000 0.00045 1.00000 0.92589 0.99955 0.99923 0.53699 0.9999%
78000 1.00000 0.00000 1.00000 0.00044 1.00000 0.92569 0.99911 0.99¢23 0.50441 0.99999
1.00000 0.00000 1.00000 0.00041 1.00000 0.92496 0.99959 0.99922 0.54160 0.99999
79000 1.00000 0.00000 1.00000 G.00040 00000 0.92477 0.99919 0.99922 0. 0885 0.99999
1.00000 0.00000 1.00000 0.00037 100000 0.92604 0.99963 0.99921 0.

1325 0.99999
5047 0.99999

.92386 0.99926 0 Q
0.99966 0.99920 0.

0

0

1000 1.00000 0.00000 1.00000 0.00033 1.00000 0.92294 0.99932 0.99920 51761 0.995999
1.00000 0.00000 1.00000 0.00030 1.00000 0.92219 0.99970 D.99919 .55314 0.99999
82000 1.0000C 0,00000 1,00000 0.00030 1 00000 0.92203 0.99938 0.99919 0.52193 0.99999
1.00000 0.00000 1.00000 0.0002F 1 00000 0.92127 0.99973 0.99918 0.55957 0.99999

83000 1.00000 0.60000 1.00000 0.00027 1.00000 ¢.92112 0.99943 0.99918 0.52622 0.9999%9
1:00000 0.00000 41.00000 0.00023 1.00000 0.92035 0.99975 D.99917 0.56395 0.99999

84000 1.00000 0.00000 1.00000 0.00024 1.00000 0.92021 0.99948 0.99917 0.53046 0.99999
1.00000 0.00000 1,00000 0.00022 1.00000 0.91943 0.99978 0.99916 0.56829 0.99999

85000 1.00000 0.00000 1.00000 0.00022 1.00000 0.91929 0.99953 0.99916 0.53467 0.9999%
1.00000 0.00000 1.00000 0.00020 160000 0.91851 0.99980 0,99915 0.57259 0.99999

8s000 1.00000 0.00Q00 1.00000 0.00020 1.00000 0.91839 0.99957 0.99915 0.53884 0.9999%
1.00000 6.00000 1.00000 0.00018 100000 0.91759 0.99982 0.99914 0.57684 0.99999

87000 100000 0.90060 1.00000 9.00018 1.00000 0.91748 0.99960 0.99914 0.54297 0.99999
1700000 0.00000 1.00000 0.00017 1.00000 0.91668 0.99983 0.99913 0.58105 0.99999

B80O00 1.00000 0.00000 1.00000 0.00016 1.00000 0.91657 0.99964 0.99913 0.54706 0.9999¢
1 00000 0.00000 1.00000 £.00015 1.00000 G.91574 0.99985 0.99912 0.58522 0.9999¢%

82000 1.00000 0.00000 1.00000 0.00015 1.00000 0.91566 0.99967 0.99912 0.55112 0.99999
1.00000 0.00000 1.00060 0.00014 1.00000 0.91485 0.99986 0.99911 0.58935 0.99999

90000 1.00000 0.00000 1.00000 9.00013 1.00000 0.91476 0.99970 0.99911 0.55514 0.99999
1.0000C 0.00060 1.00000 0.000%2 1.00000 0.91393 0.99988 0.99910 G.59343 0.99999

91000 1.00000 0.00000 1.00000 0.00012 1.00000 0.91385 0.99972 0.99910 0.55913 0.99999
1.00000 0.00000 1.0000C 0.00071 100000 0.91302 0.99989 0.99909 0.59748 0.99999

92000 §.00000 0.00000 1.00000 0.00011 1.00000 0.91295 0.99975 0.99909 0.56308 0.9999%
100000 0.0000¢ 1.00000 0.0001C 1.00060 0.91211 0.99990 0.99908 0.60148 0.99999




4 -S6700 0.99999
_____ 9 0.9999% 0.99907 60345 0.99999
14 0.9997% 0.999207 0.57087 0.99999

0.999%2 0.99906 0.60937 0.99999
Qi024  0.99981 G.99906 0.57472 0.99999
0937 0.99993 0.99905 0.61326 0.99999
- 0.99982 0.99905 0.57853 0.3999%
L90846 0.99993 0.99904 0.61711 0.99999

97000  1.00000 0.00000 1.00000 0.00007 1.00000 0.90844 0.99984 0.99904 0.58231 0.99999
1.00000 0.00000 1.00000 0.00006 1.00000 0.90756 0.99994 0.99903 0.462092 0.99999
28000  1.00000 0.00000 1.00000 0.00006 1.00000 0.90754 0.99985 0.99903 0.58605 0,99999
100000 0.00000 17.00000 0.00008 1.00000 0.90685 0.99994 0.99902 0.62469 0.99999
99000 1.00000 0.00000 1.00000 0.00006 1.00000 0.90664 0.99987 0.99902 0.58976 0.99999
100000 000000 1.00000 0.00005 1.00000 0.90574 0.99995 0.99901 0.62843 0.99999

a0000  1.00000 0.00005 1.00000 0.90574 0.99988 0.99%01 0.59343 0.99999
a 1.00000 0.00005 1 0 0.99995 0 0. 0.

3.2 DC-network

As substentiated ipn section 3, we will be meinly concerned with
the data link layer implementing anonymous medium access and the
upper sublayer of the physical layer implementing superposed
aending by exchanging or generating key bits as well as

superposing them and possibly =& message in a synchronized

fashion.

As poted in section 1.4.1, someone can identify a sender, if and
only if he knows all keys the sender shares. David Chaum
describes in [Cha3 85] how someone violating the anonymous
medium access protocel can be traced in the long run:
Whenever a violation of the medium access protocol is noted,
all user stations have to publish +the corresponding bits of
all keys they used. If the vielator does not lie {er lies
self-contradicting), he is identified.
If he lies intelligently, there will be disputes with at least
one other user station concerning a key bit. By removing the
corresponding key from the key graph (cf. section 1.4.1), a
violator will get more and more isolated. The same is true for
teams of violators.
Obviously, one should try to restrict this tracing to protocol
information (for which a message was not yet sent) or dummy

messages, to avoid tracing both violators and legitimate

senders of messages.
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0f «course, we could use this protocol to diagnose permanent and
even transient faults as well, but would probably need a second
communication system ton diagnose the first. Please note that we
have multiple communication systems with respect to most faults
(and all faults of the sublayer implementing superposed
sending), 1if we use different XOR-gates, amplifiers and timing

circuitry for each multiplexed channel, as mentioned in section

2.2.2.1.

Since faults do not behave intelligently, we can reduce the
expense to diagnose them. The expense of the algorithm described
above grows at least proportionally with the number of user
stations, whereas the expense of our specialized algorithm
(described 1later) only grows with the logarithm of the number of
user stations,.

Whenever faulty behaviour of the DC-network is detected (by
medium access protocol violations or error detecting codes
safeguarding messages which could not suffer from a collision)
and lasts for a while (suggesting that there 1s a permanent
fault), all user stations try to reinitialize the medium access
protocol (to tolerate transient errors of the physical layer
which may have disturbed the medium access protocol) and, if

this 1is not successful, switch from the sender anonymity mode to

the fault diagposis mode. To diagnose and recover permanent

faults of the upper sublayer of the physical layer, they execute
the following protocol:

Each station initiates self-diagnosis: after establishing =a
recovery point [AnLe_81] of the states of its key generators,
it loads random seeds in pairs into its pseudorandom key
generators and superposes their output with a randowm message.
If the result is not the random message, the station 1is faulty
and broadcasts this. All other stations discard keys shared
with that station and reenter (one fault assumption) the
sender anonymity mode.

If the result is the random message, the station uses the
recovery point to establish its former state.

At that peoint of the protocol, there are three probable

faults:
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1y a station is so faulty, that it cavnot diagnose itself and
broadcast the outcome, or
2) the synchronization of key generation and superposition
has been lost between (at least) two statione sharing a
key, or
3) there is a fault in the communicatieon system.
To distinguish between these types of faults and to lccate
them, the npumber of superpvsed keys is halved successively,
and say 100 (new and mnever reused) bits are superposed
corresponding to a key graph with only helf as many vertices.
If the outcome is 100 zeros, a fault is in the other half and
the communication system contains neo fault (with a probability
of 1 - 2-100, if a stuck at zero fault at the iest XOR-gate
has been excluded before this test, which can e.g. be dene by
Jetting all stations send 100 random bits, which should yield
s non-zero result with the same probability). If the outcome
is not 100 zeros, at least one fault concerning the generaticn,
synchronization or superposition of these keys is present or
the communication system is faulty, and we go.on halving.
When the key graph has only one vertex left and the outcome of
the superposition is not 100 zeros, both stationg exchange new
keys (to recover from key synchronization faults) and try
again,
If the outcome is again not 100 zeros, both discard this key
and exchange a key with a different third and fourth station.
Both new pairs try again, ome after the other.
If both tries fail, there is probably a fault in the communica-
tion system ({(which should be diagnoseble with logarithmic
expense as well).
If one try fails, the corresponding station is assumed to be
faulty and taken out of operation. This is broadcasted to all
stations, which discard keys shared with that station and

reenter (one fault assumption) the sender anonymity mode.

course, manifold wvariations of this fault diagnosis and
covery protocol are possible and appropriate after the
obability of single and multiple faults is known. For example,

fore reentering sender anonymity mode, halves, which would not
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be tested using the above protocol, should be tested, given that
the probability of multiple faults is significant.

So, not the detalls of fault diagnosis and recovery are
jmportant, but that they are possible using logarithmic time
expense and without any compromise of unobservability, due to
the separation of sender anonymity mode and fault diagnosis mode

(bits used in sender anonymity mode are not used for fault

diagnosis and cryptographically strong pseudorandon bit
generators [BlMi_84, vaVa_B5] prevent an attacker from discove-—
ring relationships between bits of the same pseudorandom

sequence, which may be used in both modes).

3.3 RING-network

As substantiated in section 3, we will be mainly concerned with
the data 1link layer implementing anonymous ring access, the
physical layer implementing digital signal (re)generation and

the medium implementing signal propagation.

Transient faults of the physical layer disturbing the anonymous
ring access protocel can be tolerated by reinitializing the ring
access protocol with the techniques which are common use for

token rings and slotted rings.

if the digital signal (re)generation or the medium suffers from
a permanent fault, only reconfiguration of the ring {which must
incorporate redundant links for this purpose) can help in both
cases whereas the closing of a station bypass (bypass attached
to each station which physically closes the ring if the station
fails or is powered off) can help only in the first case. Since
the first is the more powerful concept and has strong intermc-—
tions with unebservability whereas the second has no interactions
with uncobservability if only the stalion itself can close its
bypass and since both concepls may be combined easily, we will
only consider lhe mere powertul but more critical (with respect

te unobservability) one.
To avoid single point observability of user stations, the
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concept of ring wiring concentrators [BCKK 83, KeMM_BJ] must not

be used and the user stations themselves must be able +to bypass

each other.

To be able to tolerate both permanent link and user station

faults, the RING-network can be implementad by a braided ring

(figure 14) and special protocols [Mann_85). The key ideas are:
As long as no permanent fault occurs, the Jlinks connecting
adjacent stations may be operated as one HING-neiwork, the
other links as a second independent one for odd numbers of
stations, using the protocols described in section 1.4.2,
2.1.1 and 2.2.1. All remarks concerning unchservability and
performance made there remain valid and we have doubled
transmission capacity.
When a statien (say, number 5b) observes permanent severe
signal degradation or permanent signal oulage at one of its
input lines, it broadcasts this. As long =as the permaneni
fault cannot be repaired, éur station under consideration
ignores input on that line. Fortunately, one RING-network
remains operational as explained below.
1f the sender of that line (say, number 4) does not broadcast
on its other line that it is all right, the fault is supposed
to be due to a station fault and the corresponding station 1is
circumvented as depicted in figure 14.
If the sender of that line broadcasts om its other line that
it is =all right, its predecessor (station number 3) has to
transmit all traffic on both its lines.
The two recipients (stations 4 and 5) transmit complementary
halves of the slots, as depicted in figure 14. This has the
advantage that the station assembling the halves (station &)
cannot observe whether one of its predecessors sends. Stations
4 and 5 can receive with the whole bandwidth of the ring, but
only use half its bandwidth to send, until our faulty 1link is

repaired.,

The anonymity is that of two rings with half the bandwidth, one
through station 4 and the other through station 5. The fact that
on both of them an additional station can receive does not

matter since the receiver does not change anything in our normal
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all stations and lines up:

2
3
— first ring -———-* second ring
station 4 down: line between station 4

and station 5 down:

O

-------- complementary halves
of the slots

Fig. 14: Fault tolerant RING-network on the physical structure
of a braided ring

medium access protocols. If we use one slol to establish a
duplex channel between another station and station 4 nr &, the
latter can only send with a probability of 1/2. The situation

that such a station is addressed by someone wishing to estahlish
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a duplex channel in a slot which the station may not use for
sending is an infrequent event but may undermine enonymity
against the connection initiator.

This is only & special case of the ¢general problem +that an
addressee may be identified if he cannot respond due to a
station failure and his station is the only station which is

down at the moment and the sender knows this.

Please note that there are possibilities where an attacker
surrounding two stations in the RING-netwerk in which no fault
occurred surrounds one station in the reconfigured one. For
example, an attacker controlling the stations 2 and 5 can
pretend that the line between station 4 and station § 1is faulty
and then observe whether station 3 sends.

But even in this case, the attacker wmust be very close to

station 3 and could therefore use other means to ocbserve its

owner (cf. section 1.4.2).

A quantitative examination of the relisbility improvement caused

by this scheme 18 given in {Mann _85]. The results are very

promising.

3.4 Hierarchical networks

Hierarchical anonymous networks can be made fault tolerant by
incorperating in their (sub)networks the fault tolerance
mechanisms described in the three preceding sections.

The connection between these {sub)networks can be made fault
toierant by the use of multiple gateways between each adjacent

pair of (sub)networks.

Since the sending or receiving of gateways may be observable in
the SBNS, arbitrary protocols between them may be used to manage

the redundancy for fault tolerance.
Andreas Mann discusses this and other points for the SBNS (using

RING-networks as broadcast subnetworks) in great depth in

[Mann_85].
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4 Who should establish which parts of the network and _be

responsible for the quality of service

The previous four sections dealt with mechanisms which, when
incorporated in a communication network, allow users to send and
to receive anonymously, as well as maintain high performance and
reliability of the network.

On our way we noticed that these mechanisms are virtual concepts
and therefore can be implemented in different. layers, but that
there is a canonical implementation (depicted in figure 5)
promising highest performance and reliability at given cost.

In this section we have to think on 2 related question, namely,
who should establish and maintain which parts of the network,
and as a consequence, be responsible for the quality of service.
0f course, the manufacturer, establisher, and maintainer of the
mechanisms which provide unobservability must be prevented from

implanting Trojan Horses into the corresponding equipment.

Here, we are faced with the following dilemma:

If we let everybody use an arbitrary user station, as we tacitly
assumed in most of the previous sections, consisting of
equipment not concerned with communication (called DTE = Data
Terminal Equipment by CCITT) and an arbitrary interface to the
network (called DCE = Data Circuit-terminating Equipment by
CCITT [Tane 81 p. 237, 238]), ne organization will be able and
willing to be responsible for the quality of service, 1i.e.
performance and reliability, at least if faulty behavior or

unsatisfactory performance of one user station affects the

quality of service for other users, like in a RING- or DC-net-
work.
On the other hand, if we let one organization manufacture,

establish, and maintain all network equipment including all
parts of the wuser stations, this prganization will be able and
willing to be responsible for the quality of service, but such
an organization has too much power in its hands to be efficiently
controlled hy 1he users,

A1l we can do is to give an organization coentrol over the DCEs,

hul not the DTEs and to make the DCE as small and therefore its
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design as easy to check for Trojan Horses as possible, Then we
can sccept that one, or some few suppliers which mutually accept
the guality of their equipment, provide all DCEs used,

These suppliers have to publish their designs as well as their
design criteria., Consumer associatiomns like the german "Stiftung
Warentest” should look for Trojan Horses in these DCEs continu-
ously, which takes only great efforts at the beginning when the
design must be checked, but is simple when only the identical
reproduction must be controlled.

DCEs will only comprise a few digital chips and analog sender{s)
and receiver(s). Therefore, maintenance will be rare. Especially,
no software can be modified by the supplier by remote maintenance
over the communication network, as is usually the case for

today’s switching centers, whereby the maintainer can establish

and remove Trojan Horses at will.

If MIXes are operated by users, the DCE comprises a switching
center and =a bulk of very powerful crypto equipment. Perhaps we
should eliminate the switching function of some MIXes and group
the MIXes operated by some users in a fixed order, in which
every message has to pass all MIXes. But even the crypto
equipment and its coordination equipment are not very easy ¢to

check for Trojan Horses and may need maintenance more often than

desired,

For a DC-network, DCEs must be equipped with fast and secure
pseudorandom bit generators and implement the medium access
protocol as well as all mechanisns needed for fault tolerance
(all this cannot be in the DTE because it affects the quality of
service for others). For this case of a large ISDN with one
network operator it is even more necessary than in some local
area network that the pseudorandom bit generators should be
provably secure: Otherwise the algorithm may contain a trapdoor
which helps the provider to observe users, or may be broken some
months after it has become a de facto standard for this network
and cannot be changed at reasonable cost.

There are twe further comments in order concerning provably

secure pseudorandom bit generators:
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1) So far, they are proved only under the assumptien that a well
known number theoretic problem is hard. Since nobody can
prove the hardness of such a problenm, there may be big
surprises!

2) All pseudorandom bit generators ‘proved! to date are very

expensive to implement.

For a RING-network, DCEs must be equipped with fast digital
signal (re)generation and transmission capability and implement
the ring access protocol as well as all mechanisms needed for

fault tolerance.
Compared with the two other DCEs mentioned above, this is a very

simple DCE.
Since our proofs make no assumptions concerning computational

complexity, there will be no surprises!

After we answered the question of our section title as far as
ISDNs =are concerned, we have to remark again that where neither
performance nor reliability is of utmost concern, users may use
their DTEs to implement a MIX-, BC- or even RING-network on an
arbitrary network provided by anybody. Of course, the uncbserva-
bility (as far as Trojan Horses are concerned) in such a network
will be beyvond doubt, but at the price of low cost-efficiency,
low performance, low reliambility and, perhaps, suspicion from

the rest of the society what these strange people have to hide.
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5 Concluding remarks on netwerks without user observability

The previous five sections dealt with the design, establishment,
and operation of a petwork with high performance and reliability
which allows its users to send and to receive anonymously.

As mentioned in section 0, the <content of a message can be
hidden by using end-to-end encryption,

Tf using the network is not for free, the charges must either be
paid anonymously with each use of the network (e.g. by anonymous
numbered accounts [Pfit 84, Pfil 83, Burk_86, BiiPf 86] or
digital banknotes [Chad 85, ChaB_85, Biirk 86, BuPf_86}), which
seems rather troublesome, or measured anonymously ({(e.g. by

safeguarded counters at user ststions [Pfit_B4, Pfil_83)), or

paid by flat rates.

The initially mentioned services like electromnic mail, ordering
of newspapers or home banking can be implemented by higher
protocols on tep of such a network.

If identification is reguired instead of anonymity, well known
authentication schemes can be used. Even concurrent identifica-
tion is pbssible [Gold_B3].

Otherwise it 1is necessary to implement the services in a way
which preserves the anonymity of the network. This must be
proved in addition to proofs that the implementation fulfils its

normal specification, e.g. security against fraud [WaPf_85,

PEW_86].

It should be mentioned that many communication services where
users nowadays have to identify themselves can be used in ap
anonymous way in the future if there is a protocol that allows
people to act under several pseudonyms and to transform
documents that carry one of these pseudonyms into documents
carrying another of their own pseudonyms, 1in a secure and

anonymous way [Chal 84, ChaZ2_B85, ChaB_Bb]}.

An appropriate layering of these functions is shown in figure 15.
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secure and anonymous value exchange

between remote parties

anonymous network

Fig. 15: Layering of higher protocols on top of an anonymous

network
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6 Application of the techpiques to the contfiunement problem

The explained techniques to build anonymous networks cun be
applied to apother problem as well. In {Tamp 73] Butier Lampson
described the “confinewent problem", the problerm how a program
can be confined not to leak information it receives to do its
Job to someone not explicitly allowed to receive thal informa

tion.

In [{RuRa_83] John Rushby and Brian Randell discuss a partial
solution to the confinement problem in distributed systems.
Their solution uses so0 called "Trustworthy Network Interface
Units", abbreviated TNIUs, to enforce isolation where necessary.
These TNIUs control all the traffic between the untrusted host
computers over the untrusted 1local area network. Rushby and
Randell note at page 60 of their article that a program trying
to leak information may modulate the destination addresses of
messages it sends. Since TNIUs do not encrypt addresses in Rusby
and Rendell’s local area network, this can easily be interpreted
by a wiretapper. The only countermeasure they propose is
randomly addressed dummy traffic between the TNIUs, but this is
only a pertial solution: it makes the covert channel noisy.

This covert channel can be completely c¢losed if broadcast 1is
used on the local area network (this is wusuasl anyway) and the
TNIUs tramslate the addresses generated by the untrusted host
computers into wvisible implicit addresses, which are only used

once, or invisible implicit addresses (cf. section 1.2).

If the TNIls use sender anonymity techniques, they close the
covert channel of the frequence of sending messages partially
without giving up the ability of dynamic bandwidth sharing.
Static bandwidth sharing {each TNIU sends with a fixed rate
irrespective how much it has to send) seems to be the price to

close this cevert channel completely.
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