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Phone: +49 351 463-38272, e-mail: stefan.koepsell@tu-dresden.de, https://dud.inf.tu-dresden.de/sac1

Vorführender
Präsentationsnotizen
first item for me; language problems  please tell me
please interrupt me!

additionally: videos on the Web site (show Web site including other material (slides etc.) thesis)
explain script/ questions AND answers!!!
if you start  you can make the examination
mailing list (second one to be created)
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Field of Specialization: Security and Privacy

Lectures                                          Staff                     SWS
Security and Cryptography I, II Köpsell 2/2
Application Security Köpsell 2/0
Cryptography and -analysis Franz 2/1
Information & Coding Theory Franz 2/1
Data Security and Cryptography Köpsell 0/4
Security Lab Köpsell 2/2
Computers and Society Köpsell 2/0
Seminar: Privacy and Security Byrenheid et al. 2/0 
Seminar: Security in Computer Systems Köpsell                    2
Introduction to Data Protection Law Wagner 2/0

Resilient Networking Strufe 2/2
Privacy Enhancing Technologies Strufe 3/1

Vorführender
Präsentationsnotizen
 Web-Site!
Security: minimising the risk that unexpected thinks happen…
preventing surprises
about conflicts in society…
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Areas of Teaching and Research

• Multilateral security, in particular security by distributed 
systems

• Privacy Enhancing Technologies (PETs)
• Cryptography
• Physical Layer Security
• Information- and coding theory

• Security & Privacy 
– in Vehicular Networks (Connected Driving)
– for IoT & Cyberphysical Systems
– industrial communication
– focused on humans: social engineering, transparency

• Context-aware, Adaptive & Smart Security Solutions

Vorführender
Präsentationsnotizen
 Web-Site!
Multilateral Security: not only for the good guys, but for every human being; not good guys against bad guys (who defines what is bad and good??)
How „provides“ security?  single trusted powerful entity  makes live very easy but unrealistic (example: parents and children)
No single trusted entity exists!  lessons learned from history: powerful entitles /politicians might loss contact to reality (especially after longer time frames); friendly dictatorship
 infrastructure  if powerful central entity, operating entity will feel that it rules the world  so avoid central powerful entities  security BY distributed systems
infrastructure much more robust
sometime the idea is that secret service /police runs thus important infrastructure
PET: privacy is important; today: Facebook  but not only for the single entity but society at large; needed for democracy; privacy of others might influence own live; if technology just develops  no privacy (Scoot McNealy (CTO SUN)  Web site; Mark Zuckerberg  Web site), capabilities for data mining, no need for deleting data, no control over deletion
privacy by design is necessary (ubiquitous computing, pervasive computing, ambient intelligence, cloud computing, implants etc.) sensors everywhere
book 1984 by Orwell

PET is exciting: because it includes all the security staff and very hard to achieve: you have to fix every hole; but the attacker needs only to find one…



Examples of changes w.r.t.
anonymity and privacy

Broadcast allows recipient anonymity — it is not detectable who 
is interested in which programme and information



Examples of changes w.r.t.
anonymity and privacy

Internet-Radio, IPTV, Video on Demand etc.
support profiling  



Remark: Plain old letter post has shown its dangers,
but nobody demands full traceability of them …

Anonymous plain old letter post is substituted
by „surveillanceable“             e-Mails



The massmedia „newspaper“ will be personalised 
by means of Web, elektronic paper and print on demand

Vorführender
Präsentationsnotizen
Stellenausschreibung JonDonym!!!

Stelle als JonDoBrowser/JonDoFox-Entwickler
 -------------------------------------------
 Wir suchen einen engagierten Studenten, der uns bei der Entwicklung des JonDoBrowsers unterstützt. Ziel ist die Weiterentwicklung eines benutzerfreundlichen Browsers zum anonymen Internetsurfen im Zusammenhang mit dem AN.ON/JonDonym-Anonymisierungssystem. 
Voraussetzungen: Interesse an oder Erfahrung mit * JavaScript-Programmierung oder Firefox-Browsererweiterungen * online-Tracking-Techniken und Online-Anonymität * C++



The Bystander-Challenge in Smart IoT Worlds…

[https://www.informationsecuritybuzz.com/
articles/laser-tools-next-insecurity-internet-things/] ubiquitous sensing 

undermines privacy in
everybody's everyday life
 cameras, microphones, 

Lidar, Radar, …
 examples: connected 

driving, Smart Cities, e-
Health, …

 bystanders are affected
 awareness and control 

for uninvolved persons
 example: voice 

assistants

 reasoning about 
linkability and privacy in 
complex and realistic 
systems

Vorführender
Präsentationsnotizen
Stellenausschreibung JonDonym!!!

Stelle als JonDoBrowser/JonDoFox-Entwickler
 -------------------------------------------
 Wir suchen einen engagierten Studenten, der uns bei der Entwicklung des JonDoBrowsers unterstützt. Ziel ist die Weiterentwicklung eines benutzerfreundlichen Browsers zum anonymen Internetsurfen im Zusammenhang mit dem AN.ON/JonDonym-Anonymisierungssystem. 
Voraussetzungen: Interesse an oder Erfahrung mit * JavaScript-Programmierung oder Firefox-Browsererweiterungen * online-Tracking-Techniken und Online-Anonymität * C++
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Areas of Teaching and Research

• Multilateral security, in particular security by distributed 
systems

• Privacy Enhancing Technologies (PETs)
• Cryptography
• Physical Layer Security
• Information- and coding theory

• Security & Privacy 
– in Vehicular Networks (Connected Driving)
– for IoT & Cyberphysical Systems
– industrial communication
– focused on humans: social engineering, transparency

• Context-aware, Adaptive & Smart Security Solutions

Vorführender
Präsentationsnotizen
 Web-Site!
Multilateral Security: not only for the good guys, but for every human being; not good guys against bad guys (who defines what is bad and good??)
How „provides“ security?  single trusted powerful entity  makes live very easy but unrealistic (example: parents and children)
No single trusted entity exists!  lessons learned from history: powerful entitles /politicians might loss contact to reality (especially after longer time frames); friendly dictatorship
 infrastructure  if powerful central entity, operating entity will feel that it rules the world  so avoid central powerful entities  security BY distributed systems
infrastructure much more robust
sometime the idea is that secret service /police runs thus important infrastructure
PET: privacy is important; today: Facebook  but not only for the single entity but society at large; needed for democracy; privacy of others might influence own live; if technology just develops  no privacy (Scoot McNealy (CTO SUN)  Web site; Mark Zuckerberg  Web site), capabilities for data mining, no need for deleting data, no control over deletion
privacy by design is necessary (ubiquitous computing, pervasive computing, ambient intelligence, cloud computing, implants etc.) sensors everywhere
book 1984 by Orwell

PET is exciting: because it includes all the security staff and very hard to achieve: you have to fix every hole; but the attacker needs only to find one…
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Context-aware, Adaptive & Smart Security Solutions

• State-of-the-Art:
– manual, highly application dependent engineering of 

security/privacy solutions by security experts
costly
does not scale

• Solution:
– automation of the security development, deployment and 

operation processes

• Ingredients:
– Reasoning about Situation: Context & Context Awareness
– Measuring/Specifying Security: Quality of Security
– Decisions: AI & ML (or something better)

• Result: Disruption for Digitalisation
• Minor issue: no clue how to achieve it…

Vorführender
Präsentationsnotizen
 Web-Site!
Multilateral Security: not only for the good guys, but for every human being; not good guys against bad guys (who defines what is bad and good??)
How „provides“ security?  single trusted powerful entity  makes live very easy but unrealistic (example: parents and children)
No single trusted entity exists!  lessons learned from history: powerful entitles /politicians might loss contact to reality (especially after longer time frames); friendly dictatorship
 infrastructure  if powerful central entity, operating entity will feel that it rules the world  so avoid central powerful entities  security BY distributed systems
infrastructure much more robust
sometime the idea is that secret service /police runs thus important infrastructure
PET: privacy is important; today: Facebook  but not only for the single entity but society at large; needed for democracy; privacy of others might influence own live; if technology just develops  no privacy (Scoot McNealy (CTO SUN)  Web site; Mark Zuckerberg  Web site), capabilities for data mining, no need for deleting data, no control over deletion
privacy by design is necessary (ubiquitous computing, pervasive computing, ambient intelligence, cloud computing, implants etc.) sensors everywhere
book 1984 by Orwell

PET is exciting: because it includes all the security staff and very hard to achieve: you have to fix every hole; but the attacker needs only to find one…
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Aims of Teaching at Universities

Science shall clarify
How something is.

But additionally, and even more important
Why it is such

or 
How could it be
(and sometimes, how should it be).

“Eternal truths” (i.e., knowledge of long-lasting 
relevance) should make up more than 90% of 
the teaching and learning effort at universities.

Vorführender
Präsentationsnotizen
 personal view of andreas; i follow it
first point: science not religions  not always possible (heisenberg)
why it is such (laws of technology?) /how could it by  just as objective as possible / tell EVERYTHING

afterwards: how should it be!  your opinion  clarify that this is your opinion  explain your underlying reasons / society guidelines / ethic rules etc.
very, very difficult topic  not part of the lecture! (but not avoidable)
***Technological neutralism.*** According to this view, technology is neutral, and only its use can be good or bad. If you take a hammer to nail, it is good. If you take it to kill someone, it is bad. The user is the only responsible person for the good or bad result. The only thing we can do is to promote good uses.
***Technological determinism.*** According to this view, technology is intrinsically either good or bad. In the first case (technophile determinism), there is a faith that technology is the right solution for solving all the problems of the world (knowledge, wealth, and even happiness for everyone). In the second case (technophobe determinism), there is the belief that technology will lead us to a huge catastrophe.
technology is often taken for granted  but our values are embedded in it

Eternal truths: problem for IT  usually view: everything you learn today is irrelevant within 5 years  stupid approach for university teaching
aim: teach things which have a longer half life  not always easy
on example in the field of security: human beings have conflicts, no trustworthy entity  leads to multilateral security  will stay relevant !!
problematic: concrete cryptographic algorithms  take the underlying design principles…
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General Aims of Education in IT-security (sorted by priorities)

1. Education to honesty and a realistic self-assessment
2. Encouraging realistic assessment of others, e.g., other 

persons, companies, organizations
3. Ability to gather security and data protection 

requirements
• Realistic protection goals
• Realistic attacker models / trust models

Vorführender
Präsentationsnotizen
 Now concrete for IT-security: honest and realistic view of themselves/impression of themselves/know what you know
2.  will not tell what there intensions are
3.  no one will tell you, requirements are not given to you, you have to find out; remember multilateral security: which party has which goals etc. who is the attacker, whom to trust
trust always difficult  trusted systems is a system which can break you security, because you have to trust it…

5.  at the end!  you should be able to develop new mechanisms!  books sometime start the other way round, e.g. from the mechanisms but might lead to narrow mind set, e.g. if you want to know what you want to achieve look for the mechanisms and not the other way round  (basically the same as in software technology – but the same problem here: many designers have the solutions already in mind during requirements gathering )

Overall goal: you have to defend the security against your boss  money / security vs. usability!! (know one will like you!!!)  but you are responsible! very difficult to say how much money a given security mechanisms saves; but situation changes during the last years  bad reputation through security breaches; compliance!  but only lowest level of protection

You will be unloved!

Do not become hero!  do not underestimate the badness of the criminals behind IT threats





Realistic protection goals/attacker models:
Technical solution possible?

13
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General Aims of Education in IT-security (sorted by priorities)

1. Education to honesty and a realistic self-assessment
2. Encouraging realistic assessment of others, e.g., other 

persons, companies, organizations
3. Ability to gather security and data protection 

requirements
• Realistic protection goals
• Realistic attacker models / trust models

4. Validation and verification, including their practical and 
theoretical limits

5. Security and data protection mechanisms
• Know and understand as well as
• Being able to develop

In short: Honest IT security experts with their 
own opinion and personal strength.

Vorführender
Präsentationsnotizen
 Now concrete for IT-security: honest and realistic view of themselves/impression of themselves/know what you know
2.  will not tell what there intensions are
3.  no one will tell you, requirements are not given to you, you have to find out; remember multilateral security: which party has which goals etc. who is the attacker, whom to trust
trust always difficult  trusted systems is a system which can break you security, because you have to trust it…

5.  at the end!  you should be able to develop new mechanisms!  books sometime start the other way round, e.g. from the mechanisms but might lead to narrow mind set, e.g. if you want to know what you want to achieve look for the mechanisms and not the other way round  (basically the same as in software technology – but the same problem here: many designers have the solutions already in mind during requirements gathering )

Overall goal: you have to defend the security against your boss  money / security vs. usability!! (know one will like you!!!)  but you are responsible! very difficult to say how much money a given security mechanisms saves; but situation changes during the last years  bad reputation through security breaches; compliance!  but only lowest level of protection

You will be unloved!

Do not become hero!  do not underestimate the badness of the criminals behind IT threats
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General Aims of Education in IT-security (sorted by priorities)

1. Education to honesty and a realistic self-assessment
2. Encouraging realistic assessment of others, e.g. other 

persons, companies, organizations
3. Ability to gather security and data protection 

requirements
• Realistic protection goals
• Realistic attacker models / trust models

4. Validation and verification, including their practical and 
theoretical limits

5. Security and data protection mechanisms
• Know and understand as well as
• Being able to develop

How to achieve ?

As teacher, you should make clear
• your strengths and weaknesses as well as
• your limits.

Oral examinations: 
• Wrong answers are much worse than “I do not 

know”.
• Possibility to explicitly exclude some topics at the 

very start of the examination (if less than 25% of 
each course, no downgrading of the mark given).

• Offer to start with a favourite topic of the 
examined person.

• Examining into depth until knowledge ends – be it 
of the examiner or of the examined person.

Vorführender
Präsentationsnotizen
 I have weakness, I do not know everything, try to find out  give answer next time, maybe no answer at all
wrong answer: especially bad for *security* experts  persons reliy on you  guessing around will not make you pass the examination!!
name the things to exclude  not slide or page numbers
i do not expect that you no everything, but you should know that you do not know
it is much more fun to talk about areas you know!!
use the opportunity of favourite topic!
do not fear that you knowledge ends!
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General Aims of Education in IT-security (sorted by priorities)

1. Education to honesty and a realistic self-assessment
2. Encouraging realistic assessment of others, e.g., other 

persons, companies, organizations
3. Ability to gather security and data protection 

requirements
• Realistic protection goals
• Realistic attacker models / trust models

4. Validation and verification, including their practical and 
theoretical limits

5. Security and data protection mechanisms
• Know and understand as well as
• Being able to develop

How to achieve ?

Tell, discuss, and evaluate case examples and 
anecdotes taken from first hand experience.

Vorführender
Präsentationsnotizen
 maybe not first hand experience  mix of first hand and second hand
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General Aims of Education in IT-security (sorted by priorities)

1. Education to honesty and a realistic self-assessment
2. Encouraging realistic assessment of others, e.g., other 

persons, companies, organizations
3. Ability to gather security and data protection 

requirements
• Realistic protection goals
• Realistic attacker models / trust models

4. Validation and verification, including their practical and 
theoretical limits

5. Security and data protection mechanisms
• Know and understand as well as
• Being able to develop

How to achieve ?

Tell, discuss, and evaluate case examples (and 
anecdotes) taken from first hand experience.

Students should develop scenarios and discuss 
them with each other.

Vorführender
Präsentationsnotizen
all requirements!
 analyse cases from the media
part of the homework/excercises
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General Aims of Education in IT-security (sorted by priorities)

1. Education to honesty and a realistic self-assessment
2. Encouraging realistic assessment of others, e.g., other 

persons, companies, organizations
3. Ability to gather security and data protection 

requirements
• Realistic protection goals
• Realistic attacker models / trust models

4. Validation and verification, including their practical and 
theoretical limits

5. Security and data protection mechanisms
• Know and understand as well as
• Being able to develop

How to achieve ?

Work on case examples and discuss them.

Anecdotes!

Vorführender
Präsentationsnotizen
 example: one time pad  provable secure / unbreakable  exercise: how to break it
main problem: model!!!
so question the assumptions!!
often: paper: proof of /verification of security of …  next conference braking provable secure …. (SSH)
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General Aims of Education in IT-security (sorted by priorities)

1. Education to honesty and a realistic self-assessment
2. Encouraging realistic assessment of others, e.g., other 

persons, companies, organizations
3. Ability to gather security and data protection 

requirements
• Realistic protection goals
• Realistic attacker models / trust models

4. Validation and verification, including their practical and 
theoretical limits

5. Security and data protection mechanisms
• Know and understand as well as
• Being able to develop

How to achieve ?

Whatever students can discover by themselves in 
exercises should not be taught in lectures.

Vorführender
Präsentationsnotizen
 Idea: what you invent by yourself – you will hopefully never forget
and: sooner or later you have to!!




…but no this way!
20

First stupid and silly
now wise as Goethe
this has accomplished
the power of the 
Nuremberg Funnel

Nuremberg Funnel
(German: Nürnberger Trichter)
Postcard from around 1940

Vorführender
Präsentationsnotizen
Interaction!
Interrupt me!
Questions?????
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Offers by the Chair of Privacy and Data Security

• Interactions between IT-systems and society, e.g., 
conflicting legitimate interests of different actors, privacy 
problems, vulnerabilities ...

• Understand fundamental security weaknesses of today’s IT-
systems

• Understand what Multilateral security means, how it can be 
characterized and achieved

• Deepened knowledge of the important tools to enable security 
in distributed systems based on cryptography

• Deepened knowledge in error-free transmission and 
playback

• Basic knowledge in fault tolerance
• Considerations in building systems: expenses vs. 

performance vs. security
• Basic knowledge in the relevant legal regulations

Vorführender
Präsentationsnotizen
 2.) example: new german electronic id card  understand the secrutiy problems disucssed in the media
Smart Grid privacy issues
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Aims of Education: Offers by other chairs

• Deepened knowledge security in operating systems

• Verification of OS kernels

• Deepened knowledge in fault tolerance

• Deepened knowledge in trusted execution 
environments

Vorführender
Präsentationsnotizen
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Table of Contents
1 Introduction

1.1 What are computer networks (open distributed systems) ?
1.2 What does security mean?

1.2.1 What has to be protected?
1.2.2 Protection against whom? 
1.2.3 How can you provide for security?
1.2.4 Protection measures – an overview
1.2.5 Attacker model

1.3 What does security in computer networks mean?

2 Security in single computers and its limits
2.1 Physical security

2.1.1 What can you expect – at best?
2.1.2 Development of protection measures
2.1.3 A negative example: Smart cards
2.1.4 Reasonable assumptions on physical security

2.2 Protecting isolated computers against unauthorized access and computer viruses
2.2.1 Identification
2.2.2 Admission control
2.2.3 Access control
2.2.4 Limitation of the threat “computer virus” to “transitive Trojan horse” 
2.2.5 Remaining problems

3 Cryptographic basics

Vorführender
Präsentationsnotizen
 1.2  no definition of „data security“ !!
1.3. combination of 1.1 and 1.2

2  from single to network!
2.1. security anchor!!! security out of nothing impossible!
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1

bank

content provider

4

3

example.       monitoring of patients,      transmission of moving pictures during an 
operation

5 6

Why are legal provisions (for security and data protection) not enough ?

interceptor

possible 
attackers

telephone/network exchange
• operator
• manufacturer (Trojan horse)
• employee

network termination

radio

television

videophone

phone

internet

2 participant 2

Part of a Computer Network

Vorführender
Präsentationsnotizen
 lets start
simplified view of a computer network
history: devices are not connected; at least different networks
situation today: integrated network; just IP – nothing else…
fast migration to IP: SCADA (supervisory control and data acquisition.) systems: just start to talk about security, before properity, dedicated networks
Internet: no quality of service!!! best effort delivery!
25 years ago: fibre line, than cooper, now again fibre and WIRELESS (at home and at the last mile!)
at user side: network termination/ DSL box.
security /safety risk: no redundancy! if cable is broken you can not sent e-mail, make telephone call, switch on TV (local problem?)
eavesdropper (someone listing on the line) knows everything (radio, TV,  interests, internet traffic, phone calls etc.)!!
tapping the fibre to complicate /man power
tapping the routers/exchange nodes much easier!!  big exchange (DE CIX)  easy because just computers / interface are standardise (ETSI), can be done hiddenly  remember the „powerful“ of a single component
manufacturer!!  rules how is allowed to by which components from which countries!!

many many connected persons, devices, providers etc.!!! (networks of networks)  no central regulation and controlling
transmission technology changes over the years, but topology seems to be stable: switched network!  remember the anonymity of broadcast
better usage of bandwidth (e.g. TV with unlimit number of channels… (at least on the last mile)
content provider: remember digital newspapers
online banking
monitoring of patents: now in high discussion for older people  „ambient assistant living“
remote operations (Remote surgery (also known as telesurgery) ): operations are done by specialist  they help the local persons remotely
imagine all the possibilities…. remember no quality of service!

Problems of Laws: first of all: laws are important and needed…
But: one law for all countries in the world (internet..)?
different to control (erase date after 2 years  hard to achieve even if willing..)
data in the Internet does not travel along geographic locations /alongside the roads  (E-Mail traveling from Dresden to Berlin will not use the highway..)
e.g. tapping the line forbidden in Germany, but might be allowed in US
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1833 First electromagnetic telegraph
1858 First cable link between Europe and North America
1876 Phone operating across a 8,5 km long test track
1881 First regional switched phone network
1900 Beginning of wireless telegraphy
1906 Introduction of subscriber trunk dialing in Germany, realized by

two-motion selector, i.e., the first fully automatic telephone exchange
through electro-mechanics

1928 Introduction of a telephone service Germany-USA, via radio
1949 First working von-Neumann-computer
1956 First transatlantic telephone line
1960 First communications satellite
1967 The datex network of the German Post starts operation, 

i.e., the first communication network realized particularly for computer 
communication (computer network of the first type). The transmission was 
digital, the switching by computers (computer network of the second type).

1977 Introduction of the electronic dialing system (EWS) for telephone
through the German Post, i.e., the first telephone switch implemented by 
computer (computer network of the second type), but still analogue transmission

History of Communication Networks (1)

Vorführender
Präsentationsnotizen
 History  feeling about how fast things now…
society can not follow  remember my plain post example!
first developments (at least from our prospective) not much influence
but starting from 1950
 wired  wireless
analogue  digital ?
Note: electromagnetic telegraph: digital wireless  like in the Internet of today….

important aspect: how do switching: done by dedicated machines or general purpose computers (datex network)
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1981 First personal computer (PC) of the computer family (IBM PC), which is 
widely used in private households

1982 investments in phone network transmission systems are
increasingly in digital technology

1985 Investments in telephone switches are increasingly in 
computer-controlled technology. Now transmission is no longer analogue, 
but digital signals are switched and transmitted (completed 1998 in Germany)

1988 Start-up of the ISDN (Integrated Services Digital Network)
1989 First pocket PC: Atari Portfolio; so the computer gets personal in the narrower 

sense and mobile
1993 Cellular phone networks are becoming a mass communication service
1994 www commercialization of the Internet
2000 WAP-capable mobiles for 77 € without mandatory subscription to services
2003 with IEEE 802.11b, WLAN (Wireless Local Area Network) and 

Bluetooth WPAN (Wireless Personal Area Network) find mass distribution
2004 UMTS starts in Germany
2005 VoIP (Voice over IP) is becoming a mass communication service
2007 first generation iPhone
2012 LTE with up to 300 MBit/s

History of Communication Networks (2)

Vorführender
Präsentationsnotizen
 next trend: smaller and smaller  mobile
more and more „personal“, „worn“ all the time (but at least can not understand at the moment that you are doing)
but „Affective computing“ (look in the Wikipedia)
Affective computing is the study and development of systems and devices that can recognize, interpret, process, and simulate human emotions
iPhone  smart phone boom, android etc.





27

Important Terms

computers interconnected by communication network
= computer network (of the first type)

computers providing switching in communication network
= computer network (of the second type)

distributed system
spatial
control and implementation structure

open system  ≠ public system  ≠ open source system

service integrated system

digital system

Vorführender
Präsentationsnotizen
 computer are either connected by the network or part of the network!

distributed in the sense of geo location
or logical view: e.g. no central overview of the system, distributed functions and control
(usually some interdependency, e.g. if large geo distrusted system)

open system: interfaces are defined in open standards  you can build you own implementation of that interface
proprietary systems still exists! (reverse engineering of CIFS(SMB  samba)

public system: for the general public (e.g. telephone network)  today maybe many unknown connections between public and non-public networks

open source systems: codes if „free“ (read access), i.e. public (at least of the main components)
right to know  most important for security , right to modify, right to use

service integrated system:  integrate many services within a single network (or a few networks) (common sense today, but not always… )

digital system: limited set of fixed values (storage and transmission) / computation on bits


end of first lecture (14.10.2010)



28Development of the fixed communication networks of the 
German Post (Roadmap of approx. 1982)

services

television
view data
TELEBOX
data transmission
TELEFAX
TEMEX

Telex
Teletex
DATEX-L
DATEX-P

videophone
video conference

radio broadcasting
television
videotext

networks networks networks networks
1986 starting 1988 starting 1990 starting 1992

phone
network

integrated
text- and 

data
network

BIGFON

ISDN

video con-
ference 
network

broad-
band
ISDN integrated

broadband
network

communal
aerial

installations

broadband
cable

network

broadband
cable

network

switched
networksbroadcast networks

Vorführender
Präsentationsnotizen
 1982/1983 roadmap for the next 10 years of future

original slide from the German Federal Post [Deutsche Bundespost] (was responsible for communication – the carrier in Germany)
show that i said so fare…
especially broadcast - switched networks
left side: many networks / *one* for each service  today we call it applications
First: just services with not so high demands on bandwidth; video outside for performance reasons….

but then the Internet wins  the telcos looses, the computer industry wins …. which also integrates more and more applications – even then ones the Internet was not designed for

infrastructure is expensive: so only one!!
tendency towards switch networks, global interconnectivity, open systems, standardisation, one network for all
everybody can connect: even the bad guys!!!
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Threats and corresponding protection goals

threats:

1) unauthorized access to information

2) unauthorized modification of information

3) unauthorized withholding of
information or resources

protection goals:

confidentiality 

integrity

availability

example: medical information system

computer company receives medical files

undetected change of medication

detected failure of system
for authorized 
users

≥ total 
correctness

≅ partial correctness

no classification, but pragmatically useful
example: unauthorized modification of a program

1) cannot be detected, but can be prevented; cannot be reversed
2)+3) cannot be prevented, but can be detected; can be reversed

Vorführender
Präsentationsnotizen
 ***ok: now start of security – the very  important basics!!!!****
what to protect
what are the goals of the protection
against whom to protect



Threats  protection goals, correspondence; either say it in a negative or positive way

explain each threat and protection goal


example: medical  1. hard disk go back for maintenance to computer company, or to ebay
2. *undetected* is the problem, e.g. reasonable but unauthorized changes; will the nurse just follow the computer…?  kill persons
3. from chaos (e.g. logistic goes down, no meals etc.) (failures  safety but not intentional threats done by an attacker)– to real threats, e.g. if live saving machines
depends on the application (e.g. if minutes or seconds are ok…)

availability for authorized users  hacker taking offer a machine

availability/integrity no classification
bit string is program  change to program  integrity violation but also functionality changes (availability)

theoretical computer science
partial correctness: algorithm: if delivers result, result is ok (but if delivers at all not important)  will never ever deliver WRONG result
much like integrity (either correct or clearly not the case [but not clear what is not correct! ])
total correct: after a *finite* amount of time result is given (but not for availability also the time is important –not only „after defined amount of time”)

integrity reversed: backup

lots more protection goals  but these are very important ones…

Note: integrity <> confidentiality!!!

1 and 2,3 are very different in nature (detectable, undetectable etc.)
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Threats and corresponding protection goals

threats:

1) unauthorized access to information

2) unauthorized modification of information

3) unauthorized withholding of
information or resources

protection goals:

confidentiality 

integrity

availability

example: medical information system

computer company receives medical files

undetected change of medication

detected failure of system
for authorized 
users

≥ total 
correctness

≅ partial correctness

no classification, but pragmatically useful
example: unauthorized modification of a program

1) cannot be detected, but can be prevented; cannot be reversed
2)+3) cannot be prevented, but can be detected; can be reversed

Vorführender
Präsentationsnotizen
CIA!
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Definitions of the protection goals

confidentiality

Only authorized users get the information.

integrity

Information are correct, complete, and current 
or this is detectably not the case.

availability

Information and resources are accessible where and 
when the authorized user needs them.

- subsume: data, programs, hardware structure

- it has to be clear, who is authorized to do what in which situation

- it can only refer to the inside of a system

Vorführender
Präsentationsnotizen
 integrity: if you get information either correct or detectable something is wrong (might not be the information itself!!!)

availability: note the phrase: „when information *is needed*“  average is not enough
e.g. some alarm systems which works always, expect if someone break in your home (and before disables power) would be available 99,999% on average – or 0% when it is needed…

information means everything that should be protected –> hardware structures; additionally: information vs. data

authorized needs to be defined: organisational policy
secure systems need to be configured/tailored!!!  usually not „out of the box“
who play which role, delegation etc.

security is not a product but a process!!!!

integrity: only *inside* the system: if consistent with the real world is unclear… 

trust the real world – but not the model (car navigation systems  drive into the river…)
but if you have ever tried to convince a bureaucrat…

even if not really part of the system; build systems which allow to correct data!! (but this might lead to new problems; „reality“ check!)
Datenschutzgesetz!!

*complete* and *current*  have the same problems as correct
Note: distinction incorrect / incomplete is fussy (ask the application designer)
e.g. out-dated data
note: difference between most current data inside the system (IT security goal—> freshness!!!) still the most current data outside the system

Questions????  Very!! Important that you understand that is mend.
STOP!
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Protection Goals: Sorting

Content Circumstances

Confidentiality
Hiding

Integrity 

Anonymity
Unobservability

Accountability

Prevent the 
unintended

Achieve the 
intended

Availability Reachability
Legal Enforceability

Vorführender
Präsentationsnotizen
 Remember: protection goals, against whom
Now: much more details….
Here: computer network  refinement of protection goals towards computer networks…

first of all: content!
second level: circumstances   derive information
what, when, from where, how often


distinguish between: prevent something, e.g. information flow / achieving something, e.g. make sure a message makes it from sender to recipient

prevent the unintended: confidentiality of the content means...
confidentiality of the circumstances means…  anonymity, location privacy etc.

integrity of the content means…. manipulation of the message can be detected
integrity of circumstances: accountability: who did what?

availability of content: messages makes it to the recipient… within a desired, realistic time!!!  messages gets available to the recipient
circumstances: one way of refinement: towards reachability – messages makes it to the right *person*, person takes notice of that message
other way of refinement: legal enforceability
problem with accountability: I can prove what happened (order of goods)  but this does not mean I get my money
legal enforceability: within realistic time frame I will get my money back  we will learn protocols for exchanging goods, not only anonymous but also legally enforceable!!

another way of refinement: 
	two level:  
	cryptography: you see the message, but you do not understand, but you know that you do not understand
	law enforcement agency might not like that….
	remember intro: in some country encryption forbidden…

therefore: steganography  hide secret information…
the same for circumstances…  some countries do not like that they see communication but cannot decide who communicates with whom..  therefore unobservability: do not even realise that communication takes place
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Protection Goals: Definitions
Confidentiality ensures that nobody apart from the communicants can discover the content of the
communication.

Hiding ensures the confidentiality of the transfer of confidential user data. This means that nobody
apart from the communicants can discover the existence of confidential communication.

Anonymity ensures that a user can use a resource or service without disclosing his/her identity.
Not even the communicants can discover the identity of each other.

Unobservability ensures that a user can use a resource or service without others being able to
observe that the resource or service is being used. Parties not involved in the communication can
observe neither the sending nor the receiving of messages.

Unlinkability ensures that an attacker cannot sufficiently distinguish whether two or more items of
interest (subjects, messages, actions, …) are related or not.

Integrity ensures that modifications of communicated content (including the sender’s name, if one
is provided) are detected by the recipient(s).

Accountability ensures that sender and recipients of information cannot successfully deny having
sent or received the information. This means that communication takes place in a provable way.

Availability ensures that communicated messages are available when the user wants to use them.

Reachability ensures that a peer entity (user, machine, etc.) either can or cannot be contacted
depending on user interests.

Legal enforceability ensures that a user can be held liable to fulfill his/her legal responsibilities
within a reasonable period of time.

Vorführender
Präsentationsnotizen
 Now: definitions!!!!
 you need write down what you really mean….



36
Additional Data Protection Goals: Definitions

(Rost/Pfitzmann 2009)

Transparency ensures that that the data collection and data processing operations can be
planned, reproduced, checked and evaluated with reasonable efforts.

Intervenability ensures that the user is able to exercise his or her entitled rights within a
reasonable period of time.

Vorführender
Präsentationsnotizen
In general: no only technical rights 

Ability to intervene: simple example: point of contact
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Correlations between protection goals

Confidentiality

Hiding

Integrity

Anonymity

Unobservability

Accountability

Availability
Reachability

Legal Enforceability

weakens–

–

implies strengthens+

+

+

Vorführender
Präsentationsnotizen
 question now: how these goals are related???
or the independent of each other? are there correlations? conflicting, supporting, exclude each other, no influence, no relation at all???

Yes – there is some correlation…
not  you informal; no formal definition of “weaken”, “strengthen” etc.

“stronger”  imply : very strong relation!
[go through all arrows]
example: hiding  confidentiality
accountability  integrity: it goes about *that* message!
legal enforceability  need accountability, court need the proofs!

availability with respect to message content  implies integrity; otherwise it is just about generating random bits…
reachability  availability; if you want to control who can decide at which time he want to get which message
unobservability  hiding
unobservability  anonymity

now:
strengthens (it supports, it helps):
confidentiality -> anonymity; Note: do not imply!!!!
confidentiality: can not learn sender, recipient from content
anonymity: can not derive content from relation ship (remember example just shown…)
hiding  anonymity: by transitivity!…

weakens:
anonymity  accountability
sometime you want both: whisle blowing; wiki leaks… security expert: find compromises  you learn about that in SaC II!
But does not EXCLUDE each other  there are compromises, like pseudonymity…  no link to you real identity, but allows to build reputation (look at history)….
if you read enough well researched articles  you might trust articles from that person (no gurantee!)
especially digital pseudonym  because of digital signatures
more: fair value exchange etc. learn later about that


somehow only the main relations; not complete; depending for instance on the definitions

if no “weaken”  take ALL protection goals!
Note: weaken implies conflicts!!!  because this implies  you can NOT reach all protection goals at the same time
most prominent accountability  anonymity…

Note: there are many more (protection) goals!!!  think about that are the (security) properties of your system  invent new protection goals!!!

Helpful for designing systems and user interfaces!!!!
questions???
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Correlations between protection goals

Confidentiality

Hiding

Integrity

Anonymity

Unobservability

Accountability

Availability
Reachability

Legal Enforceability

weakens–

–

–

implies strengthens+

+

+

Transitive closure to be added

Vorführender
Präsentationsnotizen
 just to mention: you can add the transitive closure…
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Transitive propagation of errors and attacks

symbol explanation

computer

program

A used B to
design C

machine X exe-
cutes program Y

Y

X

A

B C

transitive
propagation of “errors”

Vorführender
Präsentationsnotizen
 slides shows how computers are build


First persons: starts building it manually, reading books  hand draw circuits etc.
second person uses the computer to write program, used to write new program or tools to design computers…
continued in circles  fastens the development process dramatically, is absolutely necessary!

world is a little bit more complicate  computer used for programming not the one used for execution!

what if error in top most computer  not only the guy on top is responsible!!!

error due to mistake in design (program / hardware)
error propagation either intentional (virus, trojan, horse) but also unintentional due to failures (memory glitches etc.)  error makes it to the next level
might happen but must not
example: Pentium bug, hacking open source (e.g. version control system…), stuxnet worm (web site)


if security depends on tools for construction, which you cant check, you have to trust them
remember: trusted system is part which can break your security!!
Reason for telling you that: you should have in mind explicit what are the possible pitfalls
today: globalization  hard/software bought form abroad  you have to trust them!

Note: NO easy solution!!!  But NOT ignore the problem!!!
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Trojan horseuniversal

universal
commands

Trojan horse

write access

unauthorized 
disclosure of 
information

unauthorized
modification 
of information

unauthorized 
withholding of 
information or 
resources

Vorführender
Präsentationsnotizen
 story of trojan horse: town troja  Greeks want to get back a women stolen by the inhabitants of Troja.
So Greeks go to Troja but could not enter the Town. Many year war. Finally: Idea by Odysseus: Give the Trojans a present – a wooden horse. Some Greek soldiers go into the horse – the other left.

So Trojans brought the horse into the town as a sign for the victory. Greeks came out at night…. Open the gate/entrance to the town – other Greeks came in…

What to learn: old story, but many thing we can learn for computer security.
1. Programs might contain functionality you don’t know and you don’t want
2. Often *you* help to let the trojan hores in…

 - covert output channels  invisible for you! power consumption, how the program does it, might have high or low bandwidth (few bits per hour  do not ignore it  think of cryptographic keys (256 bits)!!!)
 - write access  trojan horse derives rights from the on who called the program, use this to write garbage into you files (slightly (slowly, randomly) modifications! undetectable!  compared to delete the files  you do not know which files are effected!!! (maybe it starts a year ago…)) 
resource consumption – threat to availabilty!

discussion about Trojan horses started 1960/1965 -- not new but still a lot of problems

extension of the Trojan horse: remember the transitivity!! (cascade effect, hardware, software etc.)
open problem form the point of view of the Trojan horse provider: functionality is “hardcoded”  therefore the security experts learned what he can do
also: the bad intensions of the Trojan horse author are “visible”  think of laws  author will be punished!!

theoretic computer: Turing machine  universal Turing machine  a Turing machine that can emulate all other truing machines
doris dening 1985  peter denning  trojan horse which emulates all other trojan horses
universal trojan horse (in the context of databases…)
needs input  the concrete trojan horse it should emulate
attacks can become much more specific, goals are not fixed during implementation time
also it becomes much more difficult to distinguish between universal trojan horses and remote maintenance…!
 there is no “good” and “bad” purpose of a universal trojan horse any more!!!
dual use tool like a knife… (remember the “technological neutralism” -> “technological determism” )
state of the art today (code download etc.)
rmote maintanance, google kill switch!

online search of computers by law enforcement  Bundestrojaner  wikipedia, computer surveillance used by law enforcement  trojan horse developed by the government, conflicts with security specialists

note: this is not a lecture on building trojan horses…. just to raise some awareness!!
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Protection against whom ?

Laws and forces of nature
- components are growing old
- excess voltage (lightning, EMP)
- voltage loss
- flooding (storm tide, break of water pipe, heavy rain)
- change of temperature ...

Human beings
- outsider
- user of the system
- operator of the system
- service and maintenance
- producer of the system
- designer of the system
- producer of the tools to design and produce 
- designer of the tools to design and produce 
- producer of the tools to design and produce 
the tools to design and produce

- designer ...

fault
tolerance

Trojan horse
• universal 
• transitive

includes user,
operator, 
service and maintenance  ...  of the system used

Vorführender
Präsentationsnotizen
so far: protection goals
now: against whom ? 
 here in the context of Trojan horse; but can be applied to other security fields


EMP electromagnetic pulse -- hat results from an explosion (usually from the detonation of a nuclear weapon) and/or a suddenly fluctuating magnetic field. The resulting rapidly changing electric fields or magnetic fields may couple with electrical/electronic systems to produce damaging current and voltage surges.
all electronic devises will go down
huge implication on everything  critical infrastructure
example for something there security can not really help; more about safety; especially you can not avoid transistors at least in civil applications
no good solution available….
VIDEO!

voltage loss: batteries, autonomous generators (like in hospitals) etc.
how long it should delivery energy depend on the situation; for computers: at least graceful shutdown

water: problem for computers: basement (flooding) or top of house (bombs)

change of temperature

in general: fault tolerance would help a lot, most problems can be solved here (expect EMP  store replacement parts)
at least if not intentional!!!
But you need to have this issues in mind – think of them!!!
============
Human beings: problem: you can not read the brain of other peoples (at least not today…)
 don't know what we thing now and in ten years
You probably do not even no what you will do tomorrow (problem solved in real life – see contracts done before marriage….)
Do not build / construct system which depend on a single trusted person!!! (san francisco case…)
different roles…
Outsiders: keep them out!! *physically*!!  fences, wall, security service men
everything else: insiders… more or less “inside”

ordinary users: can not be kept out – but: define rights/allowed actions!!!
operators: again – you can not look in their brains – do not depend on them, are the really work only in you interests? (Example: San Francisco)
service & maintenance: Hard drive, software update (today nearly every day!!!…) ; remote management…; can do a lot with your machines, destroy them etc., can install everything, control everything, very subtle
software update  completely new machine (at least in theory)
producer: might implant trojan horses…
designer: might implant trojan horse
recursive…
even more complex: they use computers therefore….
 you depend on a huge set of persons!!!
Note: Roles are note always separate: user AND operator AND administrator AND service & maintenance AND developer of some software…
therefore for an organisation: separation of roles, rights and duties!!!  need to know principle, for eye principle etc.
How to solve that problem???  You can not control all this….
Normal separation: Outsider / Insider 
Insiders  restricted in that they con do


every thing else: to difficult, to expensive, therefore they ignore…
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Which protection measures against which attacker ?

Schutz bzgl.
Schutz vor
Entwerfer und Produzent 
der Entwurfs- und   
Produktionshilfsmittel
Entwerfer des Systems
Produzenten des Systems
Wartungsdienst

Betreiber des Systems

physischen Zugriff 
beschränken, 
logischen Zugriff 
beschränken und 
protokollieren

Benutzer des Systems

Außenstehende

Erwünschtes
leisten

Unerwünschtes 
verhindern

physischen und logischen Zugriff beschränken
physisch vom System, kryptographisch von 

den Daten fernhalten

Zwischensprachen; Zwischenergebnisse, die 
unabhängig analysiert werden

wie oben + mehrere unabhängige Entwerfer
unabhängige Analysen der Produkte

Kontrolle wie bei neuem Produkt, s. o.

protection concerning
protection against

to achieve
the intended

to prevent
the unintended

designer and producer 
of the tools to design 
and produce

designer of the system

producer of the system
service and maintenance

operator of the system

user of the system

outsiders

physical and logical restriction of access
protect the system physically and protect the 

data cryptographically from outsiders

restrict physical 
access,
restrict and log
logical access

intermediate languages and intermediate 
results, which are analyzed independently

independent analysis of the product
see above + several independent designers

control as if a new product, see above

Vorführender
Präsentationsnotizen
So what can we do????
note: still single system / computer!!

roles are on the left side
middle: achieve the intended / right: avoid the unintended

now starting from the bottom
outsiders: walls around your promise, 
problem: networks – long distance lines  cryptography
users: organisational means!!!  restrict physical/logical access!!, do not let them in every (computer) room!  physical SHOULD imply logical!!!
operator: physical restriction!  tamper resistant cases of computers; do not allow everything for them: e.g. not allowed to read passwords but reset them; organisational mean: 4 eye principle (mostly protects things he is allow to do…); audit and review
service & maintenance: really delete hard drives (ebay), photocopiers! (link), camera form secret service! (links)
producer/designer: independent!!  not give the program and the tool for analysis!! (example: program with trojan horse… trojan horse will not be detected…)
several designers/producers: many implementations, compare them
do not trust software…. open source some kind of solution…
beware: many things are  VERY expensive!!!
but remember: as a security expert you should known what is possible, what are the options, what could be done and what should be done!
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protection concerning
protection against

to achieve
the intended

to prevent
the unintended

designer and producer 
of the tools to design 
and produce

designer of the system
producer of the system
service and maintenance

user of the system

outsiders

confidentiality, unobservability, anonymity, 
unlinkability:
avoid the ability to gather “unnecessary data”

physical and logical restriction of access
protect the system physically and protect data 

cryptographically from outsiders

restrict physical 
access,
restrict and log
logical access

intermediate languages and intermediate results, 
which are analyzed independently

independent analysis of the product
see above + several independent designers

control as if a new product, see above

operator of the system

Which protection measures against which attacker ?

physical distribution and redundance

Vorführender
Präsentationsnotizen
 the same content… (only a little bit smaller)
some relations shown….
brown line: physical distribution!!!!
example: one operator can not control everything
distribute across different computing centre  really think about redundancy  remember the twin towers  -> one computing centre backup of the other

confidentiality  prevent the unintended
integrity, availability  achieve the intended

green: avoid *unnecessary* data, because you can not control them, they might get lost… how to make sure that it deleted, not leaked, misused etc.
in many applications, data can be avoided
example: in communications network even if switched: the operator does not know who communicates to whom
anonymity can be used for telling the true opinion (wikileaks) but can also be used to commit crime…

unlinkability: anonymity needs a group  the anonymity group  can be lowered by “linkable” action
example: you use you phone, know one knows that You are using the phone, but you call lets say your mother, your brother and your girl/boy friend - it becomes more clear, that You are the caller  no anonymity left….
therefore: unlinkability! otherwise no anonymity at all……

anonymity is not: hiding names  but very often pronounced so (read the media, listen to politicians, e.g. governmental database central data stores etc.)
unobservability: anonymity  action is visible, e.g. someone calls someone
even the action becomes invisible, e.g. is there communication at all?
Remember:
integrity: you can detect that something goes wrong, revert
confidentiality: not detectable, not reversible

Therefore: avoid data if ever possible!!!
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Considered maximal strength of the attacker

attacker model
It‘s not possible to protect against an omnipotent attacker.

– roles of the attacker  (outsider, user, operator, service and 
maintenance, producer, designer …), also combined

– area of physical control of the attacker
– behavior of the attacker

• passive / active
• observing / modifying  (with regard to the agreed rules)

– stupid / intelligent
• computing capacity:

– not restricted: computationally unrestricted
– restricted: computationally restricted

time

money

Vorführender
Präsentationsnotizen
 We need to define who is allowed to do what  the maximum!!!  called “attacker model”
side remark: attacker is just a “technical word” for a person / entity *challenging* the security mechanisms / protection goals
no ethical aspects like “good” / “bad” / “lawful” /”unlawful”   tiger teams / hired hackers

Why attack model  why not protection against everybody / all possible attackers
because you cant do that!!!
you need some assumption/restrictions
very important: make the assumptions EXPLICIT!!  reality: many implicit assumptions!!  could be easily be broken / forgotten!

role, physical distribution / control  physical control other which machines….

passive / active  has nothing to do if he modifies something or not, just a description how entities behave…
observing – only allowed things! /modifying- break rules!   depends on the rules!!!  more concrete later
observing: much harder to detect…. other terminology: honest but curios…

assume intelligent attacker!  do not underestimate the attacker! (hide the algorithm etc.)
not: even from a stupid attacker/non intelligent behaving attacker   intelligent behaviour might arise
stupid error in complex system can lead to an intelligent attack….
 why error only by chance? why thinking in statistical failures?  intentional, determined

“intelligent” usually means that you have a lot of information  open source….

computing capacity  important especially in the area of cryptography
can compute everything is nice assumption, but often leads to very complicate algorithms or procedures…
many cryptography therefore assumes computational restriction  problem: quantum computing…

problem: you have to check all the time if the assumptions still hold; remember Moore's law, new algorithms: mathematician setting in Siberia

money, time: first assumption: everything is about money…
money is a good measure for protection..  you can buy people, secrets, computing equipment, scientists 
but in the area of computing: time is also important.
mores law  computing capacity doubles each year (for the same price)  100 time the money  just wait 7 years…
so if attacker can wait  time outperforms money..
10 years  1000
20 years  1000 000
medical secrets  80 years…?
so if attacker can wait, you often have a problem!!!
remember if you design algorithms!!!!
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Observing vs. modifying attacker

area of physical control
of the attacker

area of physical control
of the attacker

IT-system 
under consideration

IT-system 
under consideration

world world

observing attacker modifying attacker

acting according to 
the agreed rules

possibly breaking 
the agreed rules

Vorführender
Präsentationsnotizen
Observing vs. modifying –> easy concept but hard to understand :--)

note: the world!

observing attacker: green part: attacker has no physical control about it  he will not break the rules
therefore  can not be mointored / noticed
 like in human interaction….

modifying attacker  might break the rules everywhere…

Note: world is ignored! (some rules might be broken in both cases)
Note: that you have under physical control you can modify everything  assumption is on the safe side…

other terminology:
 observing attacker  =  honest but curious

often confused with active /passive attacker…
to make it a total confusion:
i.e. active: modifies some data, whereas the passive only observers the system

other view NOT completely the same: only observe the transmitted data / or modify them
very often are compatible with how “observing” and “modifying” attacker is defined, e.g. modifying data of others often leads to a modifying attacker – but not always. Especially a observing attacker can modify data!!!!
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Strength of the attacker (model)

Attacker (model) A is stronger than attacker (model) B, 
iff A is stronger than B in at least one respect
and not weaker in any other respect.

Stronger means:
– set of roles of A ⊃ set of roles of B,
– area of physical control of A ⊃ area of physical control of B,
– behavior of the attacker

• active is stronger than passive
• modifying is stronger than observing

– intelligent is stronger than stupid
• computing capacity: not restricted is stronger than restricted

– more money means stronger
– more time means stronger 

Defines partial order of attacker (models).
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Security in computer networks
confidentiality

• message content is confidential
• sender / recipient anonymous

integrity
• detect forgery
• recipient can prove transmission 
• sender can prove transmission
• ensure payment for service

availability
• enable communication

• time

• place

end-to-end encryption
mechanisms to protect traffic data

authentication system(s)
sign messages
receipt 
during service by digital payment 
systems

diverse networks; 
fair sharing of resources

Vorführender
Präsentationsnotizen
 Security in computer networks  what should it mean
confidentiality means…
integrity means…
availability means….

How to achieve this.
for Confidentiality you can use…

Very first overview…
.. of course can be refined

think of mobile communication  place
time might become an issue  then things happen

many additional properties  in more detail later..
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Multilateral security

Security with minimal assumptions about others

• Each party has its particular protection goals.

• Each party can formulate its protection goals.

• Security conflicts are recognized and 
compromises negotiated.

• Each party can enforce its protection goals 
within the agreed compromise.

Vorführender
Präsentationsnotizen
So new topic / point of view…
As said in the very first lecture: security is NOT good against bad
in society there is very often not good against bad  the bad of the past are the goods of today, e.g. after revolution
example: bank, client  want to be secure against each other, no one is good or bad
different interests!
bank  want to earn money! – that’s ok!, gives some service, shift risks to clients (credit card / debit card)
client  want to get service at minimum price!  want to shift risk to bank

different roles: service provider, service consumer
cooperation, but still different interests.

other example: society: law enforcement and citizens  law enforcement supports citizens, but need rules…

*multi*lateral security: many parties with many different interests

 new definition of security; definitions done by Andreas Pfitzmann and others
 new framework for security / way of thinking!!! 


This is the historic def of appr. 1994 - 1999 (Andreas Pfitzmann: Technologies for Multilateral Security; in: G. Müller, K. Rannenberg (Eds.): Multilateral Security in Communications, Addison-Wesley 1999, 85-91).

- many parties
every party should be taken into consideration

-each party has particular goals
- each party can formulate its goals
negotiation
enforce
 all this: fairness, security with minimal assumptions (everybody is an attacker, no trust  not always good way of thinking….)

naïve view: bank takes care of the client…
so bank has interest, client has interests
each can formulate  paper based
usually clients do not really formulate the protection goals – just an inner feeling of fairness…
But: some naïve; because security is NOT primary goal!!  only secondary; no want really wants to thing about
 computer support needed! device which enforces your goals!!


but assume each has formulate now: negotiation
because: bank example: shifting of risk…
in real life: very often: no fair negotiation….
even if you can not really negotiate  you at least learn about your goals…
not: I does not mean that everybody WANT to negotiate…
-> not world is not fair! but hard coded is even worse…

enforcement everybody get a contract  going to court

Possible footnotes: 
“can” formulate means that we accept that people willingly decide not to do it, e.g. because they think formulating protection goals is, for the application at hand, not worth their effort. 
Same argument for “can” enforce.
Bullet 3 addresses only security conflicts between the formulated protection goals - others might be there. But if there are any, they are out of scope, since at least one party decided not to formulate his/her corresponding protection goal. So a longer version of bullet 3 might read: “Security conflicts between the formulated protection goals are recognized and compromises negotiated.” This also explains why bullet 3 contains no “can”. The conflicts between the formulated protections goals have to be recognized and corresponding compromises have to be negotiated.

After some discussion new version
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Multilateral security (2nd version)

Security with minimal assumptions about others

• Each party has its particular goals.

• Each party can formulate its protection goals.

• Security conflicts are recognized and 
compromises negotiated.

• Each party can enforce its protection goals 
within the agreed compromise.

Vorführender
Präsentationsnotizen
first discussion
first point:
This def (Nov. 2007) stresses that not only protection goals, but goals in general are particular to persons and their roles.


The restriction in steps 2 to 4 to protection goals (in contrast to goals in general in step 1) gives emphasis to that whereas different parties may be very different wrt power and money to pursue their goals (which makes fairness at the level of goals mainly unachievable by technical means), they might be at equal par wrt to pursuing their protection goals. 
Putting that with other words, the restriction from step 1 to steps 2-4 gives emphasis to that protection goals are secondary goals (even if they might be the most important secondary goals), whereas they are no primary goals one has in life.
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Multilateral security (3rd version)

Security with minimal assumptions about others

• Each party has its particular goals.

• Each party can formulate its protection goals.

• Security conflicts are recognized and 
compromises negotiated.

• Each party can enforce its protection goals within 
the agreed compromise. As far as limitations of this 
cannot be avoided, they equally apply to all parties.

Vorführender
Präsentationsnotizen
last statement: sounds nice, but to naive somehow

there is no absolute enforcement!

so if limitations  than the same for all!! (fairness!)

Discussion!!!

This def (Nov. 2007) stresses that not all protection goals might be enforceable or at least not enforceable wrt realistic attacker models.

Arguing the other way round for the first or second def, one could define “protection goal” as something, which can be enforced, whereas goals in general might be unenforceable.

Immanuel Kant  categorical imperative…



Multilateral Security vs. „Zero Trust“
[Rory Ward, Betsy Beyer: “BeyondCorp: A New Approach to Enterprise Security”, 2014]
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• marketing term “zero trust”

• fundamental idea: 
– trustworthy systems with minimal trust assumptions about all 

involved entities

• «Zero Trust Cybersecurity: ‘Never Trust, Always Verify’ » 
(NIST)

• current praxis:
– perimeter security

• firewall-like
• “bad” outside
• “good” inside

[https://www.networksplus.com/defense-in-depth-a-primer/]
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Physical security assumptions

Each technical security measure needs a physical “anchoring”
in a part of the system which the attacker has neither read 
access nor modifying access to. 

Range from  “computer centre X”  to  “smart card Y” 

What can be expected at best ?
Availability of a locally concentrated part of the system cannot 
be provided against realistic attackers

→ physically distributed system
… hope the attacker cannot be at many places at the same time.

Distribution makes confidentiality and integrity more difficult.
But physical measures concerning confidentiality and integrity 
are more efficient: Protection against all realistic attackers 
seems feasible. If so, physical distribution is quite ok.

Vorführender
Präsentationsnotizen
 Now deeper into some parts of security
from the bottom  how to provide security
The basic – most fundamental: some trusted anchor!!
You need physical assumptions; assumptions of physical world
security will not come out of nothing
attacker has no control over it…
as huge as a computing centre  as small as a chip /smart card

so that can we expect at best?
assumption should be reasonable  otherwise everything else would become wrong

availability:
local system  explosives; bomb away; steal smartcard…

solution: physical distributed system 
ten terrorist  >ten places….

if distributed: still protect single computing centre as much as possible  second line of defences…
distribution: negative impact on confidentiality / integrity
terrorist example: now you have eleven places to steal the data.. manipulate data… (majority decision)

so that to do: what outperforms what  availability in central place impossible
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Tamper-resistant casings

Interference: detect
judge

Attack: delay
delete data (etc.)

Possibility: several layers, shielding

Vorführender
Präsentationsnotizen
 What do we need to protect *physically* the confidentiality of the data?
Tamper-resistant cases  What does this mean…?

electromagnetic shielding!!  otherwise you can read out the secrets wirelessly

some properties: first detect if someone tries to open the case  then you have to decide „good“ or „bad“ i.e. judge…
And now that to do: hm, make a bomb like case  blowing up everything…. hm maybe not the best idea…

Therefore: delete data… takes some time (usually)
Therefore  some delay needed….
be sure that you really delete the data  power of might not be enough, thing of flash

Hard to achieve…. many so called “tamper resistant” cases failed
in the civil area not so common.. try to buy it at you local computer store….
problem: physical properties, law of nature; can change (our knowledge about)  therefore not a proof like in mathematics
therefore: many layers!!!
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Shell-shaped arrangement of the five basic functions

delay (e.g. hard material),
detect (e.g. sensors for vibration or pressure)

shield,
judge

delete

Vorführender
Präsentationsnotizen
 could look like this

hard case -> delay

you may duplicate „deleay and detect“ – or maybe both – or all of them
and triplicate or even more times….
implement that independently!!!! (remember the designer and producer problem)
How to validate????
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Tamper-resistant casings

Interference: detect
judge

Attack: delay
delete data (etc.)

Possibility: several layers, shielding

Problem: validation ... credibility

Negative example: smart cards
• no detection (battery missing etc.)
• shielding difficult (card is thin and flexible)
• no deletion of data intended, even when power supplied

Vorführender
Präsentationsnotizen
 So what to do???
take the essential parts with you…. like your mobile phone…

smart cards 
at least in the past no always true tamper resistance…
attacker has plenty of time
situation becomes slightly better – but even new attacks…
better equipment on the attacker side, light attacks, power glitches, over frequency etc….
better microscope…

Note: many,many failures are know from practice!!!  “secure USB sticks”, “secure hard drives”  wires are outside the protected block…
Web Sites mifare hack!!!

never ether: security by obscurity!!!

 end of first part…
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Golden rule

Correspondence between organizational and 
IT structures

Vorführender
Präsentationsnotizen
 so if shielding is hard  take it with you…
example: physical distribution logical distribution  organisation distribution!
physical protection is hard  make organisational structures so that attacks become “expensive” i.e. violence to people
example: so do not design systems in a way which force you to store the data “in the cloud”, so that you can not take the data with you
cloud only for backup!
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Lookahed: Why autentication: Admission and access control

Admission control communicate with authorized partners only

user
process

•
•

reference monitor

check 
authorization;
log author 
and operation

data,
programs

Access control subject can only exercise operations on objects 
if authorized.

Vorführender
Präsentationsnotizen
 now: we have protected box, we have identification  now we want to allow some actions…


admission control: so you communicate only with authorised entites
avoid problems with availability…
note: you do note really need to identitfy the cicil identity
RBAC, ABAC, crednetial  example: shop

2. access control: even authorised persons are not allowed to do everything:
basdically a subject can do certian action with certain objects  access matrix…
access control / reference monitor: small part of the system which checks rights…


additionally: write protocols for audit (if something goes wrong…)
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Identification of human beings by IT-systems

What one  is

hand geometry
finger print
picture
hand-written signature
retina-pattern
voice
typing characteristics

paper document
metal key
magnetic-strip card
smart card (chip card)
calculator

password, passphrase
answers to questions
calculation results for numbers

has

knows

?

ID-carde

Vorführender
Präsentationsnotizen
 So – next important step: identification! 
remember the „roles“ in the protection goals  authorised user  we need identification!!!

out of scope: humans identifying humans…
3 things
1. computer – computer identification
2. human identification by computer
3. identification of computer by human being

Sub problem: 
turing test  mensch entscheidet ob er mit maschine oder gerät redet
umgekehrt: Completely Automated Public Turing test to tell Computers and Humans Apart  machine deciding if it talks with computer or human


for human identification by computer.: 3 possibilities: one is, one has, one knows…
“one is”  biometry!
behavioural biometric

practice: combine!!

note: in the literature: that is that everybody has in mind!



New German eID Card
67

PIN protects access to chip
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Identification of IT-systems by human beings

What it   is
casing
seal, hologram
pollution

knows
password
answers to questions
calculation results for numbers

Where it  stands

?

Vorführender
Präsentationsnotizen
 Important often ignored question: How identifies a human a machine  think of teller machine
read about the skimming of ATM  highly effective today  even crime with faked skimming devices….

so good example for having not multilateral secure designed system  the owner of the debit card takes the whole risk
only bank against customer…
fortunately the situation changes: the bank does not always win at court  because judges learn from security experts that the system could be designed in a more secure system  therefore they have to take the risk
no: new debit card with a chip…

hot to identify a machine?
“what it is”
 pollution is important!!!

“what it knows”
main in the middle attacks…
so own input for calculations!

But in general: very complicate
know exactly where the ATM stands!!
how the ATM look  do you know all the ATMs of you bank? did you get ever informed???

It does not work with other persons machine – only for the own machine…
Therefore: No secrets to be entered in enemies machines!!!!
put it in *your* machine and let machines communicate!!!!
 mobile phone, laptop

then it is such machine to machine communication!!!
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Identification of IT-systems by IT-systems

?

What it   knows

Wiring   from where

password
answers to questions
calculation results for numbers
cryptography

Vorführender
Präsentationsnotizen
first options  „child games“ 

ok – just for completeness: maybe checking from where the cable comes...
but wireless? computing centre?
only in very limited situations…

but: cryptography!!!

so secret in your device – encryption ensures that only the right other device can get access…

questions???

so remember:
first step: physical security
second step: identification  right communication partner
side remark: identification does not mean civil identity  pseudonyms, roles etc…



Password based authentication

• Simple approach

70

User Server

Login Password
… …
dog bone
… …

(dog,bone)

≟

yes grant 
access

deny 
access

no



Password based authentication

• Simple approach – security problems
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User Server

Login Password
… …
dog bone
… …

(dog,bone)

≟

yes grant
access

deny
access

no

Attacker might get access!



Password based authentication

• Enhanced approach using one way (hash) functions
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User Server

Login Password
… …
dog h(bone)
… …

(dog,bone)

≟

yes grant
access

deny
access

no
calculates
h(bone)



One-way functions – cryptographic hash functions

• One-way function f:
– calculating f(x)=y is easy
– calculating f-1(y)=x is hard

• computation / storage
– open question: Do one-way functions exist?

• Cryptographic hash function h
– might have different properties depending on the use case
– collision resistance:

• it is hard to find x, y with h(y)=h(x) and y≠x
• note: h is usually not collision free, because |h(x)| ≪ |x|

– preimage resistance / one-way function / secrecy 
• given h(x) it is hard to find x

– second-preimage resistance / weak collision resistance / binding
• given x, h(x) it is hard to find y with h(y)=h(x) and y≠x

– Note: 
• h is not necessarily a “random extractor”
• only one of “secrecy” and “binding” can be information theoretic secure
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Examples for cryptographic hash functions

• MD5
– Message-Digest Algorithm
– developed by  Ronald Rivest (April 1992)
– produces 128 bit hash values
– can process arbitrary long inputs
– today MD5 is broken!

• SHA-1
– Secure Hash Standard
– published 1993 as FIPS PUB 180 by US NIST
– produces 160 bit hash values
– today SHA-1 is insecure!

• SHA-2
– set of hash functions, with hash values of 224, 256, 384, 512 bit
– published 2001 as FIPS PUB 180-2 by NIST
– SHA-2 hash functions are believed to be secure

• SHA-3
– will be the result of the NIST Cryptographic Hash Algorithm Competition started November 2007
– 3 selection rounds, 5 finalists
– October 2012: Keccak is winner
– FIPS 202: “SHA-3 Standard: Permutation-Based Hash and Extendable-Output Functions” (08/15)
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MD5 Hash in the Wild
75

• United States Cyber Command (USCYBERCOM)
– mission statement:= “USCYBERCOM plans, coordinates, 

integrates, synchronizes and conducts activities to: direct the 
operations and defense of specified Department of Defense 
information networks and; prepare to, and when directed, conduct 
full spectrum military cyberspace operations in order to enable 
actions in all domains, ensure US/Allied freedom of action in 
cyberspace and deny the same to our adversaries.”
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MD5 Hash in the Wild

mission statement:= “USCYBERCOM 
plans, coordinates, integrates, 
synchronizes and conducts activities 
to: direct the operations and 
defense of  specified Department 
of Defense information networks 
and; prepare to, and when 
directed, conduct full spectrum 
military cyberspace operations 
in order to enable actions in 
all domains, ensure US/Allied 
freedom of action in cyber-
space and deny the same 
to our adversaries.”



mission statement:= “USCYBERCOM 
plans, coordinates, integrates, 
synchronizes and conducts activities 
to: direct the operations and 
defense of  specified Department 
of Defense information networks 
and; prepare to, and when 
directed, conduct full spectrum 
military cyberspace operations 
in order to enable actions in 
all domains, ensure US/Allied 
freedom of action in cyber-
space and deny the same 
to our adversaries.”

MD5(mission statement)=
9ec4c12949a4f31474f299058ce2b22a

(Remember: MD5 is broken  find other
interesting mission statements…)



Password based authentication

• Enhanced approach using one way (hash) functions
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User Server

Login Password
… …
dog h(bone)
… …

(dog,bone)

≟

yes grant
access

deny
access

no
calculates
h(bone)



Password based authentication

• Enhanced approach using one way (hash) functions
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User Server

Login Password
… …
dog h(bone)
… …

(dog,bone)

≟

yes grant
access

deny
access

no
calculates
h(bone)

Slightly reduced risk, if 
attacker gets access.



Remaining problems of password based authentication 
based one way functions

• Brute Force attack
– function h() is public
– value of h(x) is known to the attacker
try all possible values for x
Considerations:

• usually >> 1 Mio. h(x)/s on ordinary hardware
• assumption: password uses only small letters
• password length = 8

time needed:    
268

1 000 000 � 60 � 60
≈ 58h

• first countermeasures:
– limit false attempts

• first password rules:
– use a large alphabet (small and capitalised letters, numbers, specials)
– use a long password
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Login Password
… …
dog h(bone)
… …



Remaining problems of password based authentication 
based one way functions

• first password rules:
– use a large alphabet

• (small, capitalised letters, numbers, specials)

• time needed:    (26+ 26+10+ 30)8

1 000 000 � 60 � 60 � 24 � 365.25
≈ 162a

– use a long password

• remaining possible attacks:
– increase in computation power

• distributed approach
• GPU
• Moore’s law

– pre-computation: 
• attacker creates lockup table
• search time (example above): 

ld 26 + 26 + 10 + 30 8 <53 comparisons
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Login Password
… …
dog h(bone)
… …



Remaining problems of password based authentication 
based one way functions

• remaining possible attack:
– pre-computation

• countermeasure:
– salt!
– h(x)  h(salt,x)
– salt: 

• long (e.g. 128 bit) random value
• some part is unique for the system (i.e. 104 bit)
• some part is randomly chosen by the system for each entry in the password 

table (i.e. 24 bit)
– NOT stored at the system

• verification: iterate over all possible salt values

 pre-computation has to be done for each possible salt
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Login Password
… …
dog h(bone)
… …



Remaining problems of password based authentication 
based one way functions

• remaining possible attack:
– dictionary attack
– problem: people do not chose

passwords randomly
– often names, words or predictable numbers

are used
– http://www.whatsmypass.com/the-top-500-worst-passwords-of-all-time
– attacker uses dictionaries for brute force attack
– prominent program: John the Ripper

• supports dictionary attacks and password patterns

• possible solutions:
– enforce password rules

• consider usability
– pre-check passwords (e.g. using John)
– train people to “generate” good passwords

• Example: sentence  password
• “This is the password I use for Google mail”  “TitpIu4Gm”
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Login Password
… …
dog h(salt,bone)
… …



The Server as Attacker

• … a new Web 2.0 service
• … for people which like city journeys
• … find cool cities and places like shops, restaurants, 

hotels etc.
• ... information from globe-trotters for globe-trotters
• … they can share their knowledge after secure login
• So that’s wrong?
It collects (username,password) and tries to login into 

other popular services like Gmail, Twitter, eBay, Amazon 
etc.

password rule: never “reuse” passwords!
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Password based authentication

• Simple approach – security problems
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User Server

Login Password
… …
dog h(salt,bone)
… …

(dog,bone)

≟

yes grant
access

deny
access

no

Attacker might get access!



Password based authentication

• security problems

• possible solution:
– encrypt communication

• remaining problems:
– not always possible
– replay attack
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User Server
(dog,bone)



Password based authentication

• security problem – replay attack
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User Server
Enc(dog,bone)

Enc(dog,bone)



Password based authentication

• security problem – replay attack
• possible solution: challenge-response protocol

– tries to ensure freshness

• remaining problems:
– Man-in-the-middle attacks
– parallel protocol runs
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User Server

random challenge c

response f(c , secret)



Password based authentication

• security problem – MITM / parallel protocol runs
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User Server

2.3 response f(c’ , secret)

2.2 random challenge c’

1.3 response f(c’ , secret)

1.1 login request (dog)

2.1 login request (dog)

1.2 random challenge c

1.2’ random challenge c’



Password based authentication

• security problem – MITM / parallel protocol runs
• possible solutions:

– disallow parallel login protocol runs for the same user
– make protocol runs distinguishable
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Password based authentication

• possible solution: distinguishable protocol runs
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User Server
• will not accept

the same r
multiple times

2.3 response f(c’ , secret, rdog)

2.2 random challenge c’

1.3 response f(c’ , secret, rdog)

1.1 login request (dog,rdog)

2.1 login request (dog,rcat)

1.2 random challenge c

1.2’ random challenge c’



Password based authentication

• security problem – MITM / parallel protocol runs
• possible solutions:

– disallow parallel login protocol runs for the same user
– make protocol runs distinguishable

• remaining security problems:
– …
(ok I will stop here – if you are interested in many more problems / 
solutions I recommend: Colin Boyd, Anish Mathuria: “Protocols for 
Authentication and Key Establishment”, Springer, 2003.)
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Password based authentication

• (non protocol related) security problems:
– phising, i.e. faked UI for entering secret information
– today: mostly Internet based attacks
– but: local attacks possible as well

• faked login / lock screen
• solution: “trusted path” / Secure Attention Key

3.2.2.1.1 The TCB [Trusted Computing Base] 
shall support a trusted communication path
between itself and user for initial login and 
authentication. Communications via this path
shall be initiated exclusively by a user. 
[Department of Defense: “Trusted Computer
System Evaluation Criteria”, CSC-STD-001-83,
15. August 1983 – called “Orange Book”]

• well known implementations:
– Windows: Ctrl+Alt+Del
– Linux: Ctrl+Alt+Pause

• could be freely chosen in principle
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[http://en.wikipedia.org/wiki/File:Orange-book-small.PNG]



One time password

• One Time Password
– only used to authenticate a single transation

• Advantage
– abuse of OTP becomes harder for the attacker

• Implementations
– list of OTPs

• known from online banking: TAN, iTAN
– on the fly generated and transmitted over a second channel

• mTAN
– time-synchronized (hardware) tokens:

• token knows a secret s
• OTP= f(s,time)

– hash chain based
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One time password

• OTP Implementations
– hash chain based

• Leslie Lamport: “Password Authentication with Insecure 
Communication”

• users generates hash chain:
– hn(…h3(h2(h1(password))))

• users sends hn() as his “password” during register 
procedure

• next login user sends hn-1()
• server verifies: h(hn-1()) = hn()
• server now stores: hn-1()
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Biometrics for Authentication

• Physiological or behavioural characteristics (of a human 
being) are measured and compared with reference values 
to
– verify, that a given subject is the one it claimed to be

• claimed “identity” is known to the system by other means
– identify, a subject within a given set of (known) subjects

• “identity” should be derived from biometrics
• usually more difficult compared to verification
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Biometrics: Physiological / Behavioural Characteristics 105

Iris / Retina Fingerprint

DNA

Hand geometry
(3D) Face geometry

[http://www.bromba.com/knowhow/IBS2005.pdf]

Thermography: 
facial thermograms

Key strokes: 
dynamics of writing 

(speed, pressure etc.)

Handwriting: 
appearance,

dynamics of writingVoice spectrogram Gait

[Pictures are mostly from Wikipedia]



Biometric characteristics: Requirements

• universal: everyone has it
• unique
• stable over time
• measurable
• acceptable
• analysable
• resistant against cloning / faking
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Biometrics: Pros and Cons

• Pros:
– Cannot be divulged or lost/forgotten
– can be utilised “on the fly”
– Hard to copy

• Cons:
– Cannot be renewed
– Person related data requires special protection (privacy)
– Invasion (of privacy)
– Error rate
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Biometrics: Pros and Cons

• Pros:
– Cannot be divulged or lost/forgotten

• but could be stolen

109

Vorführender
Präsentationsnotizen
Movie: The 6. day – examples for biometrics…



Safety Risks of Biometrics
110



Biometrics: Pros and Cons

• Pros:
– Cannot be divulged or lost/forgotten

• but could be stolen:
– http://news.bbc.co.uk/2/hi/asia-pacific/4396831.stm

• could become „unusable“ due to
– ageing
– incidents 
– disease

– can be utilised “on the fly”
• privacy problems (unnoticeable measurement of Biometrics)

– Hard to copy
• depends on the Biometric system used
• many systems are easy to cheat
• ftp://ftp.ccc.de/pub/documentation/Fingerabdruck_Hack/fingerabdruck.

mpg
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Demonstration of Fingerprint Cloning by CCC
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Biometrics: Pros and Cons

• Pros:
– Cannot be divulged or lost/forgotten

• but could be stolen:
– http://news.bbc.co.uk/2/hi/asia-pacific/4396831.stm

• could become „unusable“ due to
– ageing
– incidents 
– disease

– can be utilised “on the fly”
• privacy problems (unnoticeable measurement of Biometrics)

– Hard to copy
• depends on the Biometric system used
• many systems are easy to cheat
• ftp://ftp.ccc.de/pub/documentation/Fingerabdruck_Hack/fingerabdruck.

mpg
• cloning of e.g. fingerprints might be in the interest of law enforcement

– access to biometrically secured devices
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Biometric Systems: Types of Failures

• False Accept Rate (FAR) / False Match Rate (FMR): 
– Security problem!

• False Reject Rate (FRR) / False Nonmatch Rate (FNR):
– Usability / acceptance problem

• Receiver Operating Characteristic (ROC): 
– curve of FAR against FRR

• Equal Error Rate (EER): 
– rate for FAR=FRR
– can be seen from the ROC curve

114
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ROC Curve and Security Problems of Biometrics
Figure taken from:
Anil Jain, Lin Hong, 
Sharath Pankanti: 
Biometric 
Identification; 
Communications of 
the ACM 43/2 
(2000) 91-98

Low FMR 
causes 
high FNR 
and  vice 
versa !

Liberal system:
Do not exclude might-be offenders!

Conservative system:
Prevent break-ins!

Vorführender
Präsentationsnotizen
 



Biometric Systems: Types of Failures

• False Accept Rate (FAR): 
– Security problem!

• False Reject Rate (FRR):
– Usability / acceptance problem

• Receiver Operating Characteristic (ROC): 
– curve of FAR against FRR

• Equal Error Rate (EER): 
– error rate for FAR=FRR
– can be seen from the ROC curve

• Failure To Enroll Rate (FTE):
– Usability / acceptance problem

• Failure To Capture Rate (FTC):
– Usability / acceptance problem
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Enhanced Security: Multi-biometric Systems

Multi-sample

Multi-sensor Multi-modal

Multi-algorithm Multi-instance

Hybrid

capacitive

optical

right eye left eyeMinutiae structure
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Admission and access control

Admission control communicate with authorized partners only

user
process

•
•

reference monitor

check 
authorization;
log author 
and operation

data,
programs

Access control subject can only exercise operations on objects 
if authorized.

before access 
to data or 
programs

Vorführender
Präsentationsnotizen
 now: we have protected box, we have identification  now we want to allow some actions…


admission control: so you communicate only with authorised entites
avoid problems with availability…
note: you do note really need to identitfy the cicil identity
RBAC, ABAC, crednetial  example: shop

2. access control: even authorised persons are not allowed to do everything:
basdically a subject can do certian action with certain objects  access matrix…
access control / reference monitor: small part of the system which checks rights…


additionally: write protocols for audit (if something goes wrong…)
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Computer virus vs. transitive Trojan horse

No computer viruses, only transitive Trojan horses!

program 1

computer virus

program 1

program 2

program 2

unnecessary write access,
e.g. for computer game

necessary write access,
e.g. for compiler 
or editor

transitive
Trojan horse

Limit spread of attack by as little privileges as possible:
Don‘t grant unnecessary access rights!

Access control

Vorführender
Präsentationsnotizen
 giving this access control something more on computer viruses…

Computer virus: If an executed program which contains a computer virus has the write access
to an arbitrary program, it can alter the program in a way that if executed, a copy
of the virus (optional changed) is executed together with this program.

solution: least privilege  only allow necessary things!

therefore: only transitive trojan horses: remember stuxnet worm…

unfortunately: today  virus scanner programs; will never ever work
why  next slide
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2. Undecidable if program is Trojan horse

Better be too careful!

3. Even known computer viruses are not efficiently identifiable
self-modification virus scanner

4. Same for: Trojan horses

5. Damage concerning data is not ascertainable afterwards
function inflicting damage could modify itself

Basic facts about Computer viruses and Trojan horses

Other measures fail:

1. Undecidable if program is a computer virus
proof (indirect)        assumption:  decide (•)

program counter_example
if decide (counter_example) then  no_virus_functionality

else  virus_functionality

Vorführender
Präsentationsnotizen
1. lemma: It can not be decided, whether a program contains a computer virus or
not.
Indirect proof….
Assuming
we have a decision procedure, decide(), which returns TRUE for each program that is a computer virus5, and FALSE otherwise.
than…  
1. for this counter example, decide(.), whatever it might do, will produce the wrong result. Therefore, no procedure decide(.), which ALWAYS produces correct results, exists.

2. Because computer viruses are special Trojan Horses, you can say:
It can not be decided, whether a program is a computer virus or not.
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Further problems

1. Specify exactly what IT system should do and what it must not do.

2. Prove total correctness of implementation.

3. Are all covert channels identified? ?

?

today   ?

Vorführender
Präsentationsnotizen
End of security in single computers
we had: physical security
access control
malware, trojan horses

what to do to make a *single* computer as secure as possible?

1. specify exactly…  *NOT* to do!
can we do this ever “correctly”???
so we do not forget anything; especially “not” do
-> make it *explicit*

2. prove total correctness of implementation  impossible today…
basically: systems grow faster then programs for analyzing automatically…; very expensive
maybe solved one day; but mean: do not build systems you do not understand

3. are all covert channels identified; model correct?  exercise…
basically: finding them is more an art than science…

so if you look at your own computer: got it more secure or insecure…?
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Golden Rule

Design and realize IT system as distributed system, such 
that a limited number of attacking computers cannot 
inflict significant damage. 

Vorführender
Präsentationsnotizen
solution: distributed system!
note: her not: specification, verification, covert channels etc.
sum of the system is more secure than the single component:
black and white few: build secure systems out of insecure components
shade of gray: more secure system out of less secure components




123

Distributed System

Aspects of distribution

physical distribution
distributed control and implementation structure

distributed system:

no entity has a global view on the system

Vorführender
Präsentationsnotizen
different aspects of distribution (remember exercise)
one aspect: physical distribution  fire at the faculty – sooner or later it will happen…
distribution with respect to control and implementation
example: single entity controls a distributed systems  not good for human beings  they will become bad..

a single computer will not be perfect: you can not trust them – remember a trusted system is system which can break your security…
do not relay on a *single point of failure*!
central database, server etc.

no entity has global view, global control etc…
single nodes have some kind of autonomy, if the break no total damage
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Security in distributed systems

Trustworthy terminals

Trustworthy  only to user
to others as well

Ability to communicate

Availability by redundancy and diversity

Cryptography

Confidentiality by encryption
Integrity by message authentication codes (MACs) or digital signatures

Vorführender
Präsentationsnotizen
first: we need a trustworthy terminal…
somehow the most risky assumption.
nevertheless everybody needs such terminal
terminal used for communication with other parts of the IT-system
somehow not nice to rely on such assumption – but not possible without them
you need to trust your terminal – because it can manipulate input/output…
if you do not trust your terminal.. use another…

example: storage of backup  use another terminal to check… - use another operating system (linux, windows etc.)

problem: usual computers are *not* trustworthy…
Note: first of all  trustworthy to you
industry effort: trustworthy to others…

nice feature: example: if you give me your data would be nice that you can be sure….
but: I can make a copy from the screen – just by writing it down….
so I have to be trustworthy…
but back to the industry: trusted computing, TPM chip  trusted device which extends your trusted zone…
example: DRM
it might happen in future… but at the moment not even the much simpler problem is solved….

secure hardware, secure operating system etc…
so once more: assumption of trustworthy devices…

next thing: ability to communicate…
especially than it really needed: example earth quake in san Francisco…

possible solution: redundancy: use more than one cable  more resource than needed…
of course put not all of the at the same place  construction site…

Internet good example: remember the rumours to survive first.. atomic strike

diversity: do thing in different ways  reading backup with different machines
note: *the* problem  is something really diverse?
same operating system on different machine, same compiler, etc.  at the end: all is done by humans  humans make the same mistake  empirical experiments
diversity with respect to communications: different communication means: wire, wireless etc.
but: remember the service integrated networks  all over the same…

switching: different kinds of switching, different kind of protocols  DNS problem!

third: cryptography: confidentiality  encryption
integrity -> two flavours: message authentication codes, digital signatures..can be checked by everyone but done only by the signer..
example: like hand written signatures… digital signatures even better..

last slide on 5. november
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Availability

Infrastructure with the least possible complexity of design

Connection to completely diverse networks
• different frequency bands in radio networks
• redundant wiring and diverse routing in fixed networks

Avoid bottlenecks of diversity
• e.g. radio network needs same local exchange as fixed 

network,
• for all subscriber links, there is only one transmission point to 

the long distance network

Vorführender
Präsentationsnotizen
 some more remarks on availability  which can not be done by cryptography.. afterwards we really start with cryptography

so what can we do?
less complexity…
design it in the right way
example: packet switch network with simple “best effort” per packet  VoiP  if overload  no one can communicate
channel switch network (plain old telephone)  at leas some persons can communicate…
Problem: you might only find out the problems in a situation there you really don’t want it  earthquake in san francisco

Big problem: no unnecessary complexity  so that to do with security  will ad a lot of complexity…

next solutions: diversity!!
hopefully one works
problem for communications networks: communication partner need also diversity…
example: wired /wireless  phone, mobile phone…. some times not really diverse…

another example: analogue telephone  had it own electricity  no extra electricity for phones
today: if no power  no phone  how to call the maintenance service?

radio networks: if Germany 4 providers  usually you can only use one… so in some situations not possible to get connectivity..
Interesting: card from abroad might circumvent this problem…
flood in dresden.. at different times different providers got down..

Problem: Avoid bottlenecks of diversity  hard to check
problem today: virtualisation, cloud computing  you do know nothing about the underlying structure, outsourcing…

somehow advantage with respect to availability: some market force for availability: because this is that is sold by service providers…
second: you usually notice if problems with availability…
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Basics of Cryptology

Achievable protection goals:
confidentiality, called concealment
integrity (= no undetected unauthorized modification of 
information), called authentication

Unachievable by cryptography:
availability – at least not against strong attackers

Vorführender
Präsentationsnotizen
 cryptology… cryptography  secret writing
cryptanalysis  breaking the secret writing

what can we achieve: confidentiality  encryption
integrity  authentication of messages

two systems: encryption system, authentication systems

cryptography cannot achieve availability
if someone cut the line…
but cryptography can strengthen availability:
example: anonymity.. either all can communicate or no one.
but you can not block particular access..
nice feature for anti censorship mechanisms…



Kerckhoff’s Priniple
(1883 by Auguste Kerckhoffs: “La cryptographie militaire”)

“The cipher method must not be 
required to be secret, and it must 
be able to fall into the hands of the 
enemy without inconvenience”

 Therefore:
 use only publicly known and well analysed algorithms and protocols
 do not trust “super secure” but secret algorithms
 do not design your own algorithms (at least as longs as you are not a 

cryptographic expert)
 Remember: Combining secure building blocks does not necessarily lead to 

a secure overall system!

Vorführender
Präsentationsnotizen
2. von 6 Prinzipien
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Symmetric encryption system

key 
generation

encryption

Opaque box with lock; 2 identical keys

decryptionk(x)
ciphertext

secret key

k

k

random 
number

x x
=k -1(k(x))

more detailed 
notation

r

gen

k:=gen(r)

decenc S
S:=enc(k,x) x:=dec(k,S)=dec(k,enc(k,x))

NSA: Bad Aibling
...

Law enforcement: 
wiretapping interface

local computer
HW: no side-channels
operating system
Windows 
95/98/ME/CE/XP Home 
E., MacOS 9.x: all 
programs

Domain of trust Domain of trust

Area of attack

secret area

plaintextplaintext

Vorführender
Präsentationsnotizen
first distinction: encryption / authentication
symmetric / asymmetric
info theoretic secure / computational secure

cryptographic system: collection of algorithms:
encryption  plaintext into cipher text; influenced by key
decryption  same plaintext.. iff key is the same (or at least are related) and algorithm is compatible and cipher text is transmitted without changes..

Why keys?  because algorithm is no secret  kerkhofs principle!!!  but you need a secret  otherwise everybody can decrypt…
never ether rely on security by obscurity  hundreds of thousands of examples there it goes wrong BUT still in use…

therefore: key generation algorithm  needs random input, because algorithm is deterministic
*symmetric* : both keys need to be keept secret; usually the are the same

so remember: we need trust anchor -> it does not come out of the blue
therefore: domain of trust
encryption, decryption, storing of key, handle/protect plaintext!

so the only protect against the communication channel!
remember the attacks… ECHOLON, wireless, taping lines, law enforcement interfaces (ETSI) operator does not get to know..

short hand notation: k(x),…

domains of trust: general purpose machines with insecure OS  you might get a problem…

metaphor: opaque box…

now: more longer notation  more in a style of programming; names for the functions.. 
Remark: notation in german…
it works: same keys, same algorithms, no message alterations  coding theory!

domain of trust for key generation…  yes!

no depicted, because man different way of doing it.. but this comes in a few minutes…
first example for symmetric encryptin
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Example: Vernam cipher (=one-time pad)

Schlüssel-
generie-
rung

Ver-
schlüsse-
lung

Ent-
schlüsse-
lung

k(x)
ciphertext

k

k

random 
number

plaintextplaintext
x

=k -1(k(x))

0 1

1 0

0 0

1 1

0 0

1 1

0 1

1 0

+ +
0 1

secret area

secret  key

x

Opaque box with lock; 2 identical keys

Vorführender
Präsentationsnotizen
 This is THE symmetric system  because it‘s unbelievable simple, some hundred years old – and perfectly secure!
how does it work: just calculate the XOR sum addition modulo 2

key generation: just identity function, copying of the random bits..
key is completely random!!

why does it work  same bits cancel out…

why it is secure???
prospective of attacker  listens on the link  sees a zero (green)  what is the plain text ?
could be 1, could be 0
if zero  key bit is zero
if one  key bit is one
Why unbreakable  because both key bits have equally probability.

now blue case…

attacker learns nothing through his observation
a priory probability = a posterior probability

advantages of the system: simple, no complexity  good for democracy, society…
2nd advantage: cipher text not longer than plain text
3rd advantage: easy to calculate

disadvantages: key as long as message
for some bits  flip a coin
for megabytes  problematic, even no easy for hardware
2nd problem: need to be stored; usually at least two times; secure! storage
3rd problem: transmission of the key! in a secure way!
looks somehow strange: for transmitting one message we have to kept secret the same length key…
Why easier to transmit the key?
sub problem: key is even longer than a single plaintext
but: key exchange only once for many messages..
how to exchange key?
face-to-face meeting (or use the secret service…)
you have to travel  ecologic disaster..
better: use meetings – like family meetings at Christmas…
use usb-stick, dvd etc  but do not use public available sources (like movies etc.)

side remark: criminals also have meetings  can do key exchange as well
criminals can do unbreakable communication  only possibility: hack domain of trust…

remember: you can break the system  the IMPLEMENTATION or USAGE
e.g. encoding of messages by length… Yes / NO
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Key exchange using symmetric encryption systems

key exchange centers
X

kAZ(k3) kBZ(k3)

+ k3

Z

participant A participant B

kAX(k1) kBX(k1)

key k =  k1

k(messages)

NSA: 
Key Escrow
Key RecoveryY

kAY(k2) kBY(k2)

+ k2

Vorführender
Präsentationsnotizen
 ok – now a deeper lock on key exchange..
you have to travel…
but – no good if a huge amount of persons have to travel…

so the usually solution in computer science: one indirection more will solve all problems…. (web site)
concrete: we use a key exchange center:
than: a exchange key with center, b with center…

allows more or less instant communication within the group of all members of the key exchange center…
nice – that is the problem?
you have to trust X; X learns key; if X learns cipher text  problem…
historical: proposal: key exchange center operated by secret service…

how to solve problem  security by distributed system…
several centers….
note: not first part / last part etc.
add a second… one time pa encryption of k_1 by k_2

now 3, 4, 5…

attacker model: not all cooperate!!!
use more: better security, but more complicate… more travel….
so which centers to use?
Americans travel to germany, germans travel to iran…?
we need some kind of hierarchy!

independent operators!!!
note: historical approaches: key generated by the government..
buzz words: key escrow, key recovery…
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Sym. encryption system: Domain of trust key generation

key
generation

encryption decryptionk(x)
ciphertext

secret key

k

k

random number

plaintextplaintext
x x

=k -1(k(x))

Domain of trust Domain of trust

Area of attack

secret area

Domain of trust:
encrypter, 
decrypter, or
key exchange 
center

Vorführender
Präsentationsnotizen
 
you learned: key exchange/generation need domain of trust  can be done by sender or recipient…
note: not a security problem: x learns it anyway…
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Asymmetric encryption system

key
generation

encryption decryptionc(x)
ciphertext

encryption key, 
publicly known

c

d

random 
number

plaintextplaintext
x x

=d(c(x))

secret area

random 
number '

decryption key, 
kept secret

Opaque box with spring lock; 1 key

Domain of trust

Domain of trust

Area of attack

more detailed 
notation

r

gen

(c,d):=gen(r)

decenc S
S:=enc(c,x,r ') x:=dec(d,S)=dec(d,enc(c,x,r '))

r '

Vorführender
Präsentationsnotizen
 now: huge supresie that it exists!
symmetric encryption: now for centuries…
now: asmmetric: not 1 key but pair of keys!!!
one public; one private
explain how it works…
problem: not real proffs – just hope!!
no info theoretic security!
explain random number!
Note: implementers can ensurem is used – not influenec on plain text!
explain domain of trusts!
main advantage: key exchange much simpler!!
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Key distribution using asymmetric encryption systems

public-key register R

1.
A registers his public 
encryption key cA
(possibly
anonymously).

participant A participant B

cA(message to A)

3.
B gets the public encryption 

key cA of A from R, 
certified by 

R‘s signature.
2.
B asks the key register R
for the public encryption
key of A.

Vorführender
Präsentationsnotizen
 now key distribution…
much simpler
but: still Integrity!!
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Symmetric authentication system

key 
generation

encode

Show-case with lock; 2 identical keys

test:
MAC =
k(x) ?

x, k(x)

plaintext with 
authenticator

k

k

random 
number

plaintext
x x, 

secret area

“pass” or “fail”=:MAC
(message 
authentication 
code)

more detailed 
notation

r

gen

k:=gen(r)

code

MAC:=code(k,x) MAC = code(k,x)
?

Domain of trust Domain of trust

Area of attack

secret key

plaintext and 
test result

Vorführender
Präsentationsnotizen
 now integrity protection
note: cryptography not only confidentiallity!
note: message in plain!
explain slide…
metaphore: transparent box..
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Digital signature system

key 
generation

test signx, s(x)

plaintext
with signature

key for testing of 
signature; 
publicly known

t

s

random 
number

plaintext
plaintext with signature
and test result

x, s(x), x

secret area

random 
number '

key for signing; 
kept secret

Show-case with lock; 1 key

“pass” or 
“fail”

∈{0,1}k

∈{0,1}j

∈{0,1}*

∈{0,1}* ∈{0,1}l

011001011

Domain of trust
(no confidentiality needed)

domain of trust

area of attack

more detailed 
notation

r

gen

(t,s):=gen(r)

signtest
x,Sigtest(t,x,Sig) ∈

{pass, fail}
Sig:=sign(s,x,r '))

r '

x,Sig,
“pass” or “fail”

Vorführender
Präsentationsnotizen
 now asymmetric  special name: digital *siganture* system!
property: only you can sign; everybods can check
random number  we came to this in a few omonth in Sac2
domains od trsut decoupled!!!  differnt to confidentiality!!!
note: you sign bits and bytes! not messages!  are you sure what you sign?
you need the whole system /software to interpret…
trojan hores on your system..
sign what you see?
currently not realy widpsread use  to expensive: you should pay but the other part has the advantage…




136

Key distribution using digital signature systems

public-key register R

1.
A registers tA the key for 
testing his signature
(possibly anonymously).

participant A participant B

message from A, sA(message from A)

3.
B receives key tA for testing 

the signature of A
from R, certified by 

the signature 
of R.

2.
B requests the key for
testing the signature of
A from key register R.

Vorführender
Präsentationsnotizen
 close to the encryption case…
pseudonym signatures according to german law!
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r1
⊕ r2
⊕ r3

…
⊕ rn

r gen

gfjjbz

generation of a random 
number r for the key 
generation: 
XOR of

r1, created in device,
r2, delivered by producer,
r3, delivered by user,
rn, calculated from keystroke 

intervals.

Key generation

Vorführender
Präsentationsnotizen
 some remarks about key generation/random numbers
remember: secret service service for generating random numbers…
remebmer: sum as random as each singl part!!!




Needham-Schroeder-Protocol using Symmetric encryption

• from 1978

• goals: 
– key freshness:

• key is „fresh“, i.e. a newly generated one
– key authentication:

• key is only known to Alice and Bob (and maybe some trusted third 
party)

• preconditions:
– a trusted third party T
– shared term secret keys between Alice (resp. Bob) and the trusted 

third party:
• kAT, kBT

138



② kAT(NA, B, kAB, kBT(kAB, A))

Needham-Schroeder-Protocol using Symmetric encryption
139

key exchange center

participant A participant B
kAB(messages)

T

① A, B, NA

③ kBT(kAB, A)
④ kAB(NB)

⑤ kAB(NB-1)

• Problem ?



Needham-Schroeder-Protocol using Asymmetric encryption

• from 1978

• goals: 
– key freshness:

• key is „fresh“, i.e. a newly generated one
– key authentication:

• key is only known to Alice and Bob

• preconditions:
– public encryption keys of Alice cA and Bob cB known to each other
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① cB(NA, A)

Needham-Schroeder-Protocol using Asymmetric encryption
141

participant A participant B

kAB(messages)

② cA(NA, NB)

• Problem ?

③ cB(NB)
kAB=KDF(NA, NB)



142

Comments on key exchange

Whom are keys assigned to?
1. individual participants asymmetric systems
2. pair relations symmetric systems
3. groups                                           –

How many keys have to be exchanged?
n participants
asymmetric systems n per system
symmetric systems n • (n-1)

When are keys generated and exchanged?

Security of key exchange limits security available by 
cryptography: 

execute several initial key exchanges

Vorführender
Präsentationsnotizen
 some comments on key exchange…
group: not discussed in the lecture…
symmetric: generated if needed
asym: before, because of register process…
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Goal/success of attack

a) key (total break)

b) procedure equivalent to key (universal break)

c) individual messages, 

e.g. especially for authentication systems
c1) one selected message (selective break)
c2) any message (existential break)

Vorführender
Präsentationsnotizen
 what does it mean to attack /break a crypto system? what is the goal?
note: most fundamental break: independent from specific messages!!!

less strong: on idividaul messages. Note: breaking one message doe not imply that you can break another one
selected vs. some (non-sense) message
selective break  system is not usable…




144

Types of attack

a) passive
a1) ciphertext-only attack
a2) known-plaintext attack

b) active
(according to encryption system; asym.: either b1 or b2;

sym.: b1 or b2)
b1) signature system: plaintext → ciphertext (signature)

(chosen-plaintext attack)
b2) encryption system: ciphertext → plaintext 

(chosen-ciphertext attack)
adaptivity

not adaptive
adaptive

criterion: action permission
passive attacker ≠ observing attacker

active attacker ≠ modifying attacker

severity

Vorführender
Präsentationsnotizen
next: types of attack


Mention MIXes as perfect victims of active attacks

umgekehrt zu vorheriger folie
a1) einfachster angriff: passiv  only listens  nur ciphertext benötitg  wenn das nicht hilft vergess system
a2) für manche ciphertext der angreifer erfährt auch klartext  ander ciphertexte erfahren  oft key einfach zu berechnen  enigma!, reuse of key in one-time-pad; beispiel: verschlüsseltes senden von dokuemtne zu wiki-leaks…
a3) relation in plaintext know…

passive  unbeobachtbar!

aktive angriffe: angreifer beinflußt klartext, schlüsseltext etc.
b1) learn from klartext the cipher-text  please sign my message… challenge – response protokolle!!!!!  andere klartext in ciphertext oder sogar umgekehrt!
b2) umgekehrt… Mixe!

adaptiv: gefährlicher!

Achtung: passive/active (takes part!) actions!!!
ortogonal: observing/modyfing!!

wünschenswert: adaptive aktive angriffe keine essential breaks!
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Basic facts about “cryptographically strong” (1)

1) using of keys of constant length l :
– attacker algorithm can always try out  all 2l keys 

(breaks asym. encryption systems and sym. systems in known-plaintext attack).
– requires an exponential number of operations

(too much effort for  l > 100).
→ the best that the designer of encryption systems can hope for.

2) complexity theory:
– mainly delivers asymptotic results
– mainly deals with “worst-case”-complexity
→ useless for security; same for “average-case”-complexity.

goal: problem is supposed to be difficult almost everywhere, i.e.
except for an infinitesimal fraction of cases.
– security parameter l (more general than key length; practically useful)

– if l → ∞, then probability of breaking → 0.

– hope: slow fast

If no security against computationally unrestricted attacker:

Vorführender
Präsentationsnotizen
  bisher: info theoretic secure  beobachtung hilft nicht! Preise: lange schlüssel!  unpraktisch  konstante schlüssellänge
was kann man erreichen? attacker probiert alles aus…. nur einer geht im allgemeinen (wenn klartext > l)
aber: exponentielle wachstum!  aber: Moore‘s law  exponentielles wachstum!!  trotzdem: nicht wirklich ein problem…

aber: kann man das erreichen? Komplexitätstheorie hilft!
1. Probleme: only asymptotische results: key lenght is fixed!
2. Problem: oftmals nur „worst-case“ -> schwer wenn es eine probleminstanz gibt die schwer ist innerhalb problemklasse  runtime in „worst-case usless!
3. average ist auch nicht hilfreich: im durchschnitt schwer  im durch war der dorfteich…
best case complexitiy!
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Basic facts about “cryptographically strong” (2)
3) 2 classes of complexity:

en-/decryption: easy =  polynomial in l
breaking: hard =  not polynomial in l ≈ exponential in l
Why?
a) harder than exponential is impossible, see 1).
b) self-contained: substituting polynomials in polynomials gives polynomials.
c) reasonable models of calculation (Turing-, RAM-machine) are polynomially
equivalent.
For practice polynomial of high degree would suffice for runtime of attacker 
algorithm on RAM-machine.

4) Why assumptions on computational restrictions, e.g., factoring is difficult?
Complexity theory cannot prove any useful lower limits so far. 
Compact, long studied assumptions!

5) What if assumption turns out to be wrong?
a) Make other assumptions.
b) More precise analysis, e.g., fix model of calculation exactly and then 
examine if polynomial is of high enough degree.

6) Goal of proof: If attacker algorithm can break encryption system, then it can 
also solve the problem which was assumed to be difficult.

Vorführender
Präsentationsnotizen
 we need/to design: 2 klassen von problemen: einfach/schwer
mit key: einfach; ohne key: schwer
not polynominal nur ungefähr „exponentiell“ nicht gleich!
polynomial: vorteil: bleiben polynome wenn verschachtelt!!  verschachtelung von crypto algorithm…
c) beide computing modele äquivalent  grosse klasse; berechbar
im prinzip: hoher grad ausreichend; aber dann wirklich gut den grad berechnen…

4  warum kein beweis?  es gibt kein beweis!  aber immerhin: keiner hat Gegenteil gezeigt….

beliebte story: sibirischer mathematiker; NSA
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Security classes of cryptographic systems

1. attacker assumed to be computationally unrestricted

2. cryptographically strong

3. well analyzed

4. somewhat analyzed

5. kept secret

security

Vorführender
Präsentationsnotizen
 klasse kryptographischer Algorithmen

in dieser Vorlesung nicht behandelt: 4,5  do not use!!!
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Overview of cryptographic systems

1 2

3 4

5 6 7

8 9
10 11DES DES

RSA RSA
chaos

well
analyzed

crypto-
graphi-
cally 

strong passive
attack

active
attack

information
theoretic

security

authentication

Vernam 
cipher (one-
time pad)

concealment
sym. asym. sym. asym.

sym. 
encryption

system

asym. 
encryption

system

sym. 
authentication 

system

digital
signature
system

system type

authentication 
codes

GMR
CS

pseudo one-
time pad with

s2 mod n
generator

mathematics

system with
s2 mod n
generator

Vorführender
Präsentationsnotizen
 überblick über krypto systeme die demnäcsht kommen…
asym unterklasse von sym  beide keys bekanntgegebn
info theoretisch sicher (anmerkung: unconditionl secure is stupid): authentikation kodes…
asym: empty! alle klartext verschlüsseln; signature generieren und testen…
GMR : 4,6,7
3: Cramer-Shoup
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Hybrid cryptosystems (1)

Combine:
• from asymmetric systems: easy key distribution
• from symmetric systems: efficiency (factor 100 ... 10000, 

SW and HW)
How?

use asymmetric system to distribute key for symmetric 
system

Encryption:

A B
M

get cB
choose k

decrypt k with dB
decrypt M with kcB(k),k(M)

Vorführender
Präsentationsnotizen
 Antwort von B an A: 1. selbes schema
reusage of k?
keine authentikation: k kann jeder generiert haben  jeder  kann entschlüsseln..
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Hybrid cryptosystems (2)

If B is supposed also to use k: append sA(B,k)

Authentication: k authorized and kept secret

Even more efficient: part of M in first block

k , M................................
← 128 →

← 2048   →

cB(") k(")

get cB
choose k

get tA
decrypt cB(B,k,sA(B,k))
test B,k with tA
test M with k

M,k(M),cB(B,k,sA(B,k))

MAC

Vorführender
Präsentationsnotizen
 more efficient: teile des plaintext in asym teil..

below: authentication; symmetric , but: freshness!!
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Information-theoretically secure encryption (1)

ciphertext

S

key

k

plaintext

x

ciphertext

S

key

k

plaintext

x

00

01

10

11

00

01

10

11

00

01

10

11

00

01

10

11
insecure ciphersecure cipher

“Any ciphertext S may equally well be any plaintext x”

Vorführender
Präsentationsnotizen
 was ist info therotic secure encryption (again: unconditional…)
informal definition…
perfekte verschlüsselung  jeder ciphertext kann jeder klartext sein (gleichwahrscheinlich!!!) Anmerkung: länge….
nicht: der attacker sieht den ciphertext und kennt nicht den klartext: because: er könnte ihn schon kennen
daher: lernt nichts *neues*  erhält unwissenheit
beispiel: jeder auf jeden…
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example : Vernam cipher mod 2
x = 00 01 00 10

⊕ k = 10 11 01 00
S = 10 10 01 10

subtraction of one
key bit mod 4 from 2 
plaintext bits

00 0

Information-theoretically secure encryption (2)

ciphertext

S

key

k

plaintext

x

ciphertext

S

key

k

plaintext

x

00

01

10

11

00

01

10

11

00

01

10

11

00

01

10

11
insecure ciphersecure cipher

“Any ciphertext S may equally well be any plaintext x”

Vorführender
Präsentationsnotizen
 beispiels one time pad
falsches beispiel: substrahieren von einem key bit mode 4 von 2 plaintex bits
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Information-theoretically secure encryption (3)

ciphertext

S

key

k

plaintext

x

00

01

10

11

00

01

10

11
secure cipher

Different probability distributions – how do they fit?

unevenly
distributed

equally
distributed

equally
distributed

Unevenly distributed plaintexts

enciphered with equally distributed keys

yield equally distributed ciphertexts.

Vorführender
Präsentationsnotizen
 Note: cryptographers should not relay on plaintext distribution!!!
remeber: generation of random numbers!!!
note: independent distributions!!!!
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Information-theoretically secure encryption (4)

ciphertext

S

key

k

plaintext

x

00

01

10

11

00

01

10

11
secure cipher

Different probability distributions – how do they fit?

unevenly
distributed

equally distribu-
ted, but not

independently of 
the ciphertexts

equally
distributed

Equally distributed ciphertexts

deciphered with equally distributed 

keys can yield unevenly distributed 

plaintexts, iff ciphertexts and keys are 

not independently distributed, i.e., the 

ciphertexts have been calculated 

using the plaintext and the key.

Vorführender
Präsentationsnotizen
 note: the opposite is not true….
because keys and ciphertexts are not independent!
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Vernam cipher (one-time pad)

All characters are elements of a group G.
Plaintext, key and ciphertext are character strings.

For the encryption of a character string x of length n, a 
randomly generated and secretly exchanged key 
k = (k1,...,kn) is used.

The i th plaintext character xi is encrypted as
ci :=  xi + ki

It can be decrypted with
xi :=  ci - ki.

Evaluation: 1. secure against adaptive attacks
2. easy to calculate
3. but key is very long

Vorführender
Präsentationsnotizen
 now more formal…
every group will do…
mod 2 just special case  for computer scientists 
secure agaisnt adaptive attacks  „adaptive“ does not help because always new key…
disadvantage: keys are long…

question: can we do with shorter keys?
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Keys have to be very long for information-theoretical security

K is the set of keys,
X is the set of plaintexts, and 
C is the set of ciphertexts, which appear at least once.

|C| ≥ |X| otherwise it can’t be decrypted (fixed k)

|K| ≥ |C| so that any ciphertext might as well be 
any plaintext (fixed x)

therefore   |K| ≥ |X|. 

If plaintext cleverly coded, it follows that:

The length of the key must be at least the length of 
the plaintext.

Vorführender
Präsentationsnotizen
 Proof:…
K is..
X is..
C is..

more ciphertext as plaintext  otherwise decryption is hard 
more keys than ciphertext  any plaintext (draw pciture)
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Definition for information-theoretical security

1. Definition for information-theoretical security
(all keys are chosen with the same probability)

∀𝑐𝑐 ∈ 𝐶𝐶. ∃ 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ∈ ℕ. ∀𝑥𝑥 ∈ 𝑋𝑋: {𝑘𝑘 ∈ 𝐾𝐾| 𝑘𝑘(𝑥𝑥) = 𝑐𝑐} = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐. (1)

The a-posteriori probability of the plaintext x is P(x|c), after the attacker 
got to know the ciphertext c.

2. Definition
∀c ∈ C. ∀x ∈ X: P(x|c) = P(x). (2)

Both definitions are equivalent (if 𝑃𝑃(𝑥𝑥) > 0):

According to Bayes: 

Therefore, (2) is equivalent to
∀c ∈ C. ∀x ∈ X: P(c|x) = P(c). (3)

We show that this is equivalent to
∀𝑐𝑐 ∈ 𝐶𝐶. ∃ 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ∈ ℝ ∀𝑥𝑥 ∈ 𝑋𝑋: 𝑃𝑃(𝑐𝑐|𝑥𝑥) = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐. (4)

𝑃𝑃 𝑥𝑥|𝑐𝑐 =
𝑃𝑃(𝑥𝑥) � 𝑃𝑃(𝑐𝑐|𝑥𝑥)

𝑃𝑃(𝑐𝑐)

Vorführender
Präsentationsnotizen
 now formal definition…
…
…

now: prove equivalenz
(do prove at home…)
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Proof

(3)⇒(4) is clear with const’:= P(c).

(4)⇒(3): Conversely, we show const’ = P(c):

(4) is already quite the same as (1): In general holds 
P(c|x) = P({k | k(x) = c}),

and if all keys have the same probability, 
P(c|x)= |{k | k(x) = c}| / |K|. 

Then (4) is equivalent (1) with 
const = const' • |K|.

𝑃𝑃 𝑐𝑐 =

�
𝑥𝑥

𝑃𝑃(𝑥𝑥) � 𝑃𝑃(𝑐𝑐|𝑥𝑥)

�
𝑥𝑥

𝑃𝑃(𝑥𝑥) � 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 � �
𝑥𝑥

𝑃𝑃(𝑥𝑥)

𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑡𝑡′

∀c ∈ C ∃ const' ∈ IR ∀x ∈ X: P(c|x) = const’   (4)

∀c ∈ C ∃ const ∈ IN ∀x ∈ X: |{k ∈ K| k(x) = c}| = const. (1)

∀c ∈ C ∀x ∈ X: P(c|x) = P(c).                            (3)

Vorführender
Präsentationsnotizen
 



162

Symmetric authentication systems (1)

Key distribution:
like for symmetric encryption systems

Simple example (view of attacker)

Security: e.g. attacker wants to send T.
a) blind: get caught with a probability of 0.5
b) seeing: e.g. attacker gets (H,0)   ⇒ k ∈ {00, 01}

still both, (T,0) and (T,1), have a probability of 0.5

The outcome of 
tossing a coin 
(Head (H) or  Tail (T))
shall be sent in an 
authenticated fashion: 

Key
m, MAC

H,0 H,1 T,0 T,1

k

00 H T
01 H T
10 H T
11 H T

Vorführender
Präsentationsnotizen
 Problem to solve: are there info theoretic secure authentication systems…
(formal definition later…) 
start with simple example…
note: two key bits!
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Symmetric authentication systems (2)

Definition “Information-theoretical security” 
with error probability ε:

∀x, MAC (that attacker can see)
∀y ≠ x (that attacker sends instead of x)
∀ MAC' (where attacker chooses the one with the highest probability fitting y)

P(k(y) = MAC' | k(x) = MAC ) ≤ ε
(probability that MAC' is correct if one only takes the keys k which are still 
possible under the constraint of (x,MAC) being correct.)

Improvement of the example:
a) 2σ key bits instead of 2:  k = k1 k1

*... kσ kσ
*

MAC = MAC1,...,MACσ;  MACi calculated using ki ki*
⇒ error probability 2-σ

b) l message bits: x(1), MAC(1) = MAC1
(1), ... , MACσ

(1)

x( l ), MAC( l ) = MAC1
( l ), ... , MACσ

( l )

Vorführender
Präsentationsnotizen
 now… more formal…
first: definition…
error probability because always a certain chance for correct guess…
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Symmetric authentication systems (3)

Limits:
σ-bit-MAC ⇒ error probability ≥ 2-σ

(guess MAC)

σ-bit-key ⇒ error probability ≥ 2-σ

(guess key, calculate MAC)

still clear: for an error probability of 2-σ, a σ-bit-key is too short, 
because   k(x) = MAC   eliminates many values of k.

Theorem: for a single/the first message you need 2σ-bit-key
(for succeeding messages σ new key bits suffice, if recipient 
adequately responds on authentication “errors”: attacker learns σ key 
bits with every message)

Possible at present: ≈ 4σ • log2(length(x)) key bits
(Wegman, Carter)

much shorter as one-time pad

Vorführender
Präsentationsnotizen
 now lets talk about limits…
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About cryptographically strong systems (1)

Mathematical secrets:
(to decrypt, to sign ...)

p, q,  prime numbers

Public part of key-pair:
(to encrypt, to test ...)

n =  p • q

p, q big, at present  ≈ l = 500 up to 2000 bit
(theory : l → ∞ )

Often: special property
p ≡ q ≡ 3 mod 4           (the semantics of “≡ ... mod” is:

a ≡ b mod c iff    c divides a-b,
putting it another way: dividing a and b
by c leaves the same remainder)

Vorführender
Präsentationsnotizen
 only the basics about asmy crypto…
now: lots of mathematics!
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About cryptographically strong systems (2)

application: s2-mod-n-generator,
GMR and many others, 
e.g., only well analyzed systems like RSA

(significant alternative: only “discrete logarithm”, 
based on number theory, too, similarly well analyzed)

necessary: 1. factoring is difficult
2. to generate p,q is easy
3. operations on the message with n alone, you  

can only invert using p, q

Vorführender
Präsentationsnotizen
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clear:  in NP  ⇒ but difficulty cannot be proved yet
complexity at present

, c ≈ 1,9
“sub-exponential”

practically up to 155 decimal digits in the year 1999
174 decimal digits in the year 2003
200 decimal digits in the year 2005
232 decimal digits in the year 2010
240 decimal digits in the year 2019 (www.crypto-world.com/FactorRecords.html)

250 decimal digits in the year 2020
(notice : 

∃ faster algorithms, e.g., for 2r ± 1, but this doesn’t matter)

assumption: factoring is hard
(notice : unacceptable, if attacker could factor, e.g., every 1000th n)

Factoring

3 2))ln((ln)ln()( nncenL ⋅⋅=
3 le≈

Vorführender
Präsentationsnotizen
 NP (nichtdeterministisch polynomielle Zeit)  Algorithm: choose p randomly, try to calculate q
note: obere Schranke! enthält auch alle in polyniomial zeit lösbaren probleme
L(n)  Runtime of algorithm
note: he could always factor a few numbers  self generated ones
so: *only* a very few ones…
how to define??
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Factoring assumption

∀ PPA  F (probabilistic polynomial algorithm, which tries to       
factor)

∀ polynomials Q
∃ L ∀ l ≥ L : (asymptotically holds:)

If p, q are random prime numbers of length l and  n = p • q :

P(F(n)  =  (p, q))  ≤

(probability that F truly factors
decreases faster as .)

trustworthy ??
the best analyzed assumption of all available

1
Q(l )

1
any polynomial

Vorführender
Präsentationsnotizen
 definition of *hard* …
How trustwhorthy is factory assumption.. no ones knows… just well analysed…
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Search of prime numbers (1)

1. Are there enough prime numbers ? (important also for factoring assumption)

π (x) number of the prime numbers ≤ x
“prime number theorem”

⇒ up to length l more than every l th.
And ≈ every 2nd ≡ 3 mod 4 “Dirichlet’s prime number theorem”

2. Principle of search:
repeat

choose random number p (≡ 3 mod 4)
test whether p is prime

until p prime

)ln(
1)(
xx

x
≈

π

Vorführender
Präsentationsnotizen
 some remarks: 
are there enough prime numbers..?

generating: random number  test
precondition: we need a test!
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Search of prime numbers (2)

3. Primality tests:
(notice: trying to factor is much too slow)

probabilistic; “Rabin-Miller”
special case p ≡ 3 mod 4 :

p prime ⇒ ∀ ≡ 0 mod p : ≡ ± 1   (mod p)

p not prime ⇒ for ≤ of     ´s : ≡ ± 1   (mod p)

⇒ test this for m different, independently chosen values of a, 

error probability   ≤
(doesn’t matter in general)

2
1−p

a

2
1−p

a

m4
1

1
4

a

a

Little Theorem of Fermat: ap-1 ≡ 1 mod p

Vorführender
Präsentationsnotizen
 probabilistic test!! (note: determinism test exists!  web site)

Example Rabin-miller:
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Zn : ring of residue classes mod n = {0, ... , n-1}

• +, -, • fast

• exponentiation “fast” (square & multiply)

example: ; from left

71 710 7110 71100 711010

711 71101

• gcd (greatest common divisor) fast in Z (Euclidean Algorithm)

Calculating with and without p,q (1)

2)11010(26 77 =

s

s

s

sm m

Vorführender
Präsentationsnotizen
 



172

Calculating with and without p,q (2)

Zn
* : multiplicative group

a ∈ Zn
*  ⇔ gcd (a,n) = 1

• Inverting is fast (extended Euclidean Algorithm)
Determine to a,n the values u,v with

a • u +  n • v =  1
Then:        u ≡ a-1 mod n

example:  3-1 mod 11 ?
= -11 + 4 • 3

11 = 3 • 3 +2 = 1 • 3 - 1 • (11 - 3 •3)

3 = 1 • 2 +1 1 = 1 • 3 – 1 • 2 

⇒ 3-1 ≡ 4 mod 11

Vorführender
Präsentationsnotizen
 Z*n  all coprime elements!  group! (because all elements have an inverse!)
(note: z_n  all < n; ring!)

question: how to calculate in praxis?

Extended Euklidian Alogorithm!

Describe using example…

Start: write 11 as 3* something + reminder!

now: express the 3 as produkt of remainder + new remainder

stop if remainder = 1

now backwards  we are intressted in keeping the 1! (see above)
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Calculating with and without p,q (3)

Number of elements of  Zn
* 

The Euler Φ- Function is defined as
Φ(n) := {a ∈ {0,...,n-1}  gcd (a,n)=1},

whereby for any integer n ≠ 0 holds: gcd (0,n)=n.
It immediately follows from both definitions, that

Zn
* = Φ(n).

For n = p•q,  p,q prime  and  p≠q we can easily calculate Φ(n):
Φ(n) = (p-1) • (q-1)

gcd ≠ 1 have the numbers 0, then p, 2p, …, (q-1)p and q, 2q, …, (p-1)q, and 
these 1+(q-1)+(p-1) = p+q-1 numbers are for p≠q all different.

Vorführender
Präsentationsnotizen
euler phi –function: number of elements in z_n* 

n=p*q
p*q-(p+q-1)
p*q-p-(q-1)
p*(q-1)-(q-1)
(p-1)(q-1)
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Calculating with and without p,q (4)

Relation between  Zn ↔ Zp, Zq :
Chinese Remainder Theorem  (CRA)

x ≡ y mod n ⇔ x ≡ y mod p ∧ x ≡ y mod q
since

n|(x-y) ⇔ p|(x-y) ∧ q|(x-y)
n = p • q,  p,q prime,  p ≠ q

⇒ To calculate f(x) mod n, at first you have to calculate mod 
p, q separately.

yp := f(x) mod p
yq := f(x) mod q

Vorführender
Präsentationsnotizen
 x= y mod n 
x +z*n=y 
x-y=z*n 
(x-y)/n=z 
(x-y)(p*q)=z
(x-y)/q=z‘
x = y mod q
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Calculating with and without p,q (5)

Compose ?
extended Euclidean :  u • p +  v • q =   1

y := (u • p) • yq + (v • q) • yp

Since :

CRA

mod p mod q

u • p 0 1

v • q 1 0

y 0 • yq + 1 • yp 1 • yq + 0 • yp

≡ yp ≡ yq

≡ yp mod p
≡ yq mod q

Vorführender
Präsentationsnotizen
 How to compose…
remeber extended euclidian algorithm…

for easier calculation: precompute and store
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Key generation
1) Choose two prime numbers p and q at random as well as 

stochastically independent, with  |p| ≈ |q| = l ,  p ≠ q
2) Calculate  n := p • q
3) Choose  c with  3 ≤ c < (p-1)(q-1)  and  gcd(c, (p-1)(q-1)) = 1

Φ(n)

4) Calculate  d using p, q, c as multiplicative inverse of c mod Φ(n)
c • d ≡ 1  (mod Φ(n))

5) Publish  c and  n.

En- / decryption
exponentiation with c respectively d in Zn

Proposition: ∀m∈ Zn holds: (mc)d ≡ mc • d ≡ (md)c ≡ m (mod n)

RSA — asymmetric cryptosystem
R. Rivest, A. Shamir, L. Adleman: A Method for obtaining Digital Signatures and
Public-Key Cryptosystems; Communications of the ACM 21/2 (Feb. 1978) 120-126.

Vorführender
Präsentationsnotizen
 RSA: very widely used, mabye the most used crypto system (ECC now becoming also important)
problem: not really a proof available…


key generatiion: …
p,q  same length (NOT same value!  otherwise calculate root!)
c coprime n --> we need inverse!
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Proof (1)

c • d ≡ 1 (mod Φ(n)) ⇔
∃k∈ Z : c • d - 1 = k • Φ(n) ⇔
∃k∈ Z : c • d = k • Φ(n) + 1

Therefore        mc • d ≡ mk • Φ(n) +1 (mod n)
Using the Theorem of Euler/Fermat

∀m∈ Zn*: mΦ(n) ≡ 1 (mod n)

it follows for all m coprime to p
mp-1 ≡ 1 (mod p)       [Little Theorem of Fermat]

Because p-1 is a factor of Φ(n), it holds
mk • Φ(n) +1  ≡p  mk • (p-1)(q-1) +1  ≡p  m • (mp-1) k • (q-1)  ≡p  m

1
1

Vorführender
Präsentationsnotizen
 proof…

Fermat: Z_n !star!* !!!
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Proof (2)

Holds, of course, for m ≡p 0.   So we have it for all m ∈ Zp.

Same argumentation for q gives

mk • Φ(n) +1 ≡q m

Because congruence holds relating to p as well as q, according 

to the CRA, it holds relating to  p • q = n. 

Therefore, for all m ∈ Zn

m c • d ≡ mk • Φ(n) +1  ≡ m (mod n)

Attention:
There is (until now ?) no proof 
RSA is easy to break ⇒ to factor is easy

Vorführender
Präsentationsnotizen
 



Semantic Security (Based on slide from Prof. 
Thorsten Strufe)

Vorführender
Präsentationsnotizen
The task of the adversary is to guess b‘ = b, so the output should be „1“ in case b=1
W_b is defined as the event that the adversary outputs „1“ in case of b (b=0 -> 1, b=1 -> 1)

The advantage measures the capability of the adversary to actually guess the „b“ correctly, or „her chance of winning the guess“



Semantic Security

Let’s play a game: 
A challenger flips a coin, and the adversary guesses the outcome
For   b=0,1   define experiments EXP(0) and EXP(1) as:

• W0 := [ event that EXP(0) = 1 ]  (wrong guess)
• W1 := [ event that EXP(1) = 1 ]  (correct guess)

• 𝐴𝐴𝐴𝐴𝐴𝐴𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑆𝑆𝑆𝑆 𝐴𝐴, 𝐸𝐸𝐸𝐸𝐸𝐸 ≔ Pr 𝑊𝑊0 − Pr 𝑊𝑊1 ∈ [0,1]
• Enc is called semantically secure if for all efficient algorithms A, 

𝐴𝐴𝐴𝐴𝐴𝐴𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑆𝑆𝑆𝑆 𝐴𝐴, 𝐸𝐸𝐸𝐸𝐸𝐸 is negligible (~0)

(Based on slide from Prof. 
Thorsten Strufe)

Challenger Attacker
Ak←K

m0 , m1  ∈ M :    |m0| = |m1|

c ← Enc(k, mb)

b’ ∈ {0,1}

b

Vorführender
Präsentationsnotizen
The task of the adversary is to guess b‘ = b, so the output should be „1“ in case b=1
W_b is defined as the event that the adversary outputs „1“ in case of b (b=0 -> 1, b=1 -> 1)

The advantage measures the capability of the adversary to actually guess the „b“ correctly, or „her chance of winning the guess“



Semantic Security of plain RSA?

Let’s play a game: 
A challenger flips a coin, and the adversary guesses the outcome
For   b=0,1   define experiments EXP(0) and EXP(1) as:

• No: Attacker can always encrypt and compare!
 indeterministic encryption necessary!
add random number…

(Based on slide from Prof. 
Thorsten Strufe)

Challenger Attacker Am0 , m1  ∈ M :    |m0| = |m1|

RSA(c, mb)

b’ ∈ {0,1}

b

(c,d)←Gen() c

Vorführender
Präsentationsnotizen
The task of the adversary is to guess b‘ = b, so the output should be „1“ in case b=1
W_b is defined as the event that the adversary outputs „1“ in case of b (b=0 -> 1, b=1 -> 1)

The advantage measures the capability of the adversary to actually guess the „b“ correctly, or „her chance of winning the guess“
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Attack on encryption with RSA naive

( x c ) d ≡ x

( x•y ) c = x c • y c

(( x•y ) c ) d ≡ x • y

Encryption/Decryption

Homomorphic Property of RSA: 

Enc(m1) ∙ Enc(m2) = Enc(m1 ∙ m2)

Encryption/Decryption

Vorführender
Präsentationsnotizen
 now attack on encryption…
first simple equations….

now: how to use them?

atttacker intercepts ciphertext, generate y^c…

note: takes some years to discover… (even it is simple!!)
believe: if many look at it ti‘s ok… hm…
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Attack on encryption with RSA naive

( x c ) d ≡ x

( x•y ) c = x c • y c

(( x•y ) c ) d ≡ x • y

ciphertext intercepted

calculated from y
by the attacker

let it decrypt

divide by y, get x

 Attack should be detectable!

Vorführender
Präsentationsnotizen
 now attack on encryption…
first simple equations….

now: how to use them?

atttacker intercepts ciphertext, generate y^c…

note: takes some years to discover… (even it is simple!!)
believe: if many look at it ti‘s ok… hm…
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Attack on digital signature with RSA naive
1. Simple version of Davida’s attack:

Given Sig1 = m1
s

Sig2 = m2
s

⇒ Sig := Sig1 • Sig2 = (m1 • m2)s

New signature generated !
(Passive attack, m not selectable.)

2. Active, desired Sig = ms

Choose any m1;   m2 := m • m1
-1

Let m1, m2 be signed.
Further as mentioned above.

3. Active, more skillful (Moore)  
“Blinding” :  choose any r ,

m2 := m • r t

m2
s = ms • r t • s = ms • r 

sign
m2 • r -1

ms = Sig

Vorführender
Präsentationsnotizen
 some histroy realted to insecurity…
 (all related to the same mathematical problem)

(3. is the described previously)



185Defense against Davida’s attacks using a collision-resistant hash 
function

h() : collision-resistant hash function

Before signing, h is applied to the message

signature of  m = (h(m))s mod n

test if     h(m) = ((h(m))s)t mod n

Vorführender
Präsentationsnotizen
 actually used: OAEP – but first: conceptually…
hash function  got to slide 



Optimal Asymmetric Encryption Padding (OAEP)
186

Padding with ‚0‘Plaintext Random

Hash Function

Hash Function

Input to core Encryption Function

⊕
⊕

Semantic security against adaptive chosen ciphertext attacks

Indeterministic
encryption…

Prevents
malleability…
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Calculating with and without p,q (6)

squares and roots
QRn := { x ∈ Zn

* | ∃ y ∈ Zn
* : y2 ≡ x mod n }

x : “quadratic residue”
y : “root of x”
-y is also a root (-1)2 = 1

but attention:  e.g. mod 8 12 ≡ 1 32 ≡ 1 4
72 ≡ 1 52 ≡ 1 roots

QRn multiplicative group:
x1, x2 ∈ QRn ⇒ x1 • x2 ∈ QRn : (y1y2)2 = y1

2y2
2 = x1x2

x1
-1 ∈ QRn : (y1

-1)2 = (y1
2)-1 = x1

-1

Vorführender
Präsentationsnotizen
 somew hoe compareable to „simple“ math  omehow completly different…
root normal definition somehow..

now some „warnings/suprises“… mod 8 …  -> 4! roots

algebraic structure…?  multiplicative group!

prrof (note: read from right!): 1. two elements multiplication  element of group
2. inverse exists…
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Calculating with and without p,q (7)

squares and roots mod p, prime:
Zp field

⇒ as usual  ≤ 2 roots
x ≡ 0, p ≠ 2 :  0 or 2 roots

⇒ |QRp| = (square function is 2 → 1)

Jacobi symbol x 1   if x ∈ QRp (for x ∈ Zp
*)

p -1  else

2
1−p

x 0 1   2  . . . . . .    –2    –1  =  p - 1

x2 0 1   4  . . . . . .      4      1

2
1−p

2
1−

−
p

:=

Vorführender
Präsentationsnotizen
 now: special case: n is prime (p)
z_p is field!!
special properties like: no or two roots!
2nd number of quadratic residutes is half the size of z*_p
note: two elements are squarted to the same number!


now: define something caled jacobi symbol as …  indicates if square…

defined only for z_p^* (e.g not ‚zero‘)
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Calculating with and without p,q (8)

Continuation squares and roots mod p, prime:

Euler criterion :

(i.e. fast algorithm to test whether square)

Proof using little Theorem of Fermat:    x p -1 ≡ 1  mod p

co-domain ok : ∈ {±1}, because ≡ 1

x square :

x nonsquare : The           solutions of  are the squares.

So no nonsquare satisfies the equation.

Therefore:                      .

2
1−p

x
2

2
1








 −p

x

2
1−p 12

1

≡
−p

x

12
1

−≡
−p

x

px
p
x p

mod2
1−

≡

1)(1 12
1

22
1

≡≡≡⇒= −
−−

p
pp

yyx
p
x

Vorführender
Präsentationsnotizen
 now: how to calculate the jacobi symbol??
euler!
so nice test! (node again mod prime!!!)

proof…
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Pseudo-random Bitstream Generator (PBG)

Idea: short initial value (seed) → long bit sequence (should look random from a 
polynomial attacker’s point of view)

Vorführender
Präsentationsnotizen
 general idea…
advantage: short initial value! (remark: true randomness might be expensive..)
explain scheme…
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Pseudo-random Bitstream Generator (PBG)

Idea: short initial value (seed) → long bit sequence (should look random from a 
polynomial attacker’s point of view)

Scheme:

generation 
of key and 
initial value 
gen

PBG

l
security-
parameter

real random 
number

key and
initial value

n, s

long bitstream
b0 b1 b2 ...

secret area

length poly(l )

Vorführender
Präsentationsnotizen
 general idea…
advantage: short initial value! (remark: true randomness might be expensive..)
explain scheme…
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Pseudo-random Bitstream Generator (PBG)

Idea: short initial value (seed) → long bit sequence (should look random from a 
polynomial attacker’s point of view)

Scheme: Requirements:

generation 
of key and 
initial value 
gen

PBG

l
security-
parameter

real random 
number

key and
initial value

n, s

long bitstream
b0 b1 b2 ...

• gen and PBG are efficient

• PBG is deterministic

(⇒ sequence reproducible)

• secure: no probabilistic   
polynomial test can 
distinguish PBG-streams 
from real random streams

secret area

length poly(l )

Vorführender
Präsentationsnotizen
 general idea…
advantage: short initial value! (remark: true randomness might be expensive..)
explain scheme…
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s2-mod-n-generator (Blum/Blum/Shub 1983/86)

Method

• key value: p,q: prime / big / ≡ 3 mod 4
n = p • q

• initial value (seed): s ∈ Zn
*

• PBG: s0 := s2  mod n
si+1 := si

2  mod n bi :=  si mod 2
... (last bit)
...

Example:  n = 3 ⋅ 11 = 33,  s = 2

Note: length of period no problem with big numbers

index 0    1    2    3    4

si :
bi :

4   16  25  31   4
0    0    1    1    0

162 mod 33
= 8 ⋅ 32 = 8 ⋅ (-1) = 25

252 = (-8)2 ≡ 64 ≡ 31

312 = (-2)2 = 4

Vorführender
Präsentationsnotizen
 note max length of cycle < n!
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s2-mod-n-generator as symmetric encryption system

Purpose:  application as symmetric encryption system:
“Pseudo one-time pad”

Compare: one-time pad: add long real random bit stream with plaintext
Pseudo one-time pad: add long pseudo-random stream with plaintext

Scheme:

key generation
= generation of 
key and initial 
value

encryption: 
create
b0 b1 b2 ...,
add

decryption: 
create
b0 b1 b2 ...,
add

n, s

plaintext ciphertext plaintext

secret key =
key and initial value

n, s

= x0x1x2 ... = x0 ⊕ b0,
x1 ⊕ b1, ...

secret area

x k(x) x

real random
number

lsecurity-
parameter

Vorführender
Präsentationsnotizen
one use case: sym enc.
note: one time pad construction does not add possibilites for insecurity… 
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s2-mod-n-generator as sym. encryption system: security

Idea: 
If no probabilistic polynomial test can distinguish 
pseudo-random streams from real random streams, 
then the pseudo one-time pad is as good as the
one-time pad against polynomial attacker.

(Else the attack is a test !)

Construction works with any good PBG

Vorführender
Präsentationsnotizen
 note: neither specific to special PBG nor to special info theoretic secure construction (like OTP)

 work for all PBG and info secure constructions!!



Proof of security of pseudo one-time pad: another approach

• Prerequisite:
• Unpredictable PRNG, which cannot be distinguished from real randomness

• We known:
• One-time pad (XOR with truly random bit string) is secure

• Proof intuition:

chal. adv. A
k←K

m0 , m1

c ← m0 ⊕ PRNG(k)

b’≟1

chal. adv. A
k←K

m0 , m1

c ← m1 ⊕ PRNG(k)

b’≟1

≈p

≈p

≈p

chal. adv. A
r←{0,1}n

m0 , m1

c ← m0 ⊕ r

b’≟1

chal. adv. A
r←{0,1}n

m0 , m1

c ← m1 ⊕ r

b’≟1

(Based on slide from Prof. 
Thorsten Strufe)

≈p
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Calculating with and without p,q (9)

squares and roots mod p ≡ 3 mod 4
• extracting roots is easy: given x ∈ QRp

mod p is root

proof : 1. p ≡ 3 mod 4 ⇒ ∈ N

2.
⇓

Euler, x ∈ QRp
In addition: w ∈ QRp (power of x ∈ QRp) → extracting roots iteratively is possible

•

⇒ -1 ∉ QRp
⇒ of the roots ± w:  -w ∉ QRp (otherwise -1 = (-w) • w-1 ∈ QRp )

4
1

:
+

=
p

xw

4
1+p

xxxxxw
ppp

⋅=⋅===
−

+
−+

12
11

2
1

2
1

2

≡ (-1) = (-1) = (-1) = -1
p-1 4r+2 2r+1

2 2

p = 4r+3

-1
p

Vorführender
Präsentationsnotizen
now even more specific!!
no only prime but p=3 mod 4!
calculating roots is there easy!!!

proof 1st  exponent is integer!

next remark: question is teh root again a square?  we can take root again
note: if you put in a non-square  you get something  but not a root
(a^2)^b=(a^b)^2

Jacobi of (-1)?
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Calculating with and without p,q (10)

squares and roots mod n using p,q
(usable as secret operations)

• testing whether square is simple (n = p •q,  p,q prime,  p≠q)

x ∈ QRn ⇔ x ∈ QRp ∧ x ∈ QRq
Chinese Remainder Theorem

proof: “⇒” x ≡ w2 mod n ⇒ x ≡ w2 mod p ∧ x ≡ w2 mod q
“⇐” x ≡ wp

2 mod p ∧ x ≡ wq
2 mod q

w := CRA(wp,wq)
then  w ≡ wp mod p ∧ w ≡ wq mod q
using the Chinese Remainder Theorem for
w2 ≡ wp

2 ≡ x mod p ∧ w2 ≡ wq
2 ≡ x mod q

we have
w2 ≡ x mod n

Vorführender
Präsentationsnotizen
 now: mod n!!!
distinction: do we know p,q??  operations knowing secrets…
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Calculating with and without p,q (11)

Continuation squares und roots mod n using p,q

x ∈ QRn ⇒ x has exactly 4 roots
(mod p and mod q : ± wp, ± wq.
therefore the 4 combinations according to the Chinese 
Remainder Theorem)

• extracting a root is easy (p, q ≡ 3 mod 4)
determine roots wp, wq mod p, q

combine using CRA

4
1

:
+

=
p

p xw 4
1

:
+

=
q

q xw

Vorführender
Präsentationsnotizen
 mod n  exactly 4 roots! (2 mod q, 2 mod p)
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s2-mod-n-generator as asymmetric encryption system

key generation

encryption: 
create
s0 s1 s2 ...,
b0 b1 b2 ...,
add

decryption:
create
sk sk-1 ... s1 s0
b0 b1 b2 ...,
add

plaintext ciphertext plaintext

= x0x1x2 ... = x0 ⊕ b0,
x1 ⊕ b1, ...
xk ⊕ bk, sk+1

real random 
number

security-
parameter

l

n
public key =

modulus

p, q

x xc(x)

secret area

S random initial value

private key = factors

1
0

chosen ciphertext-plaintext attack

1
0

= x0, x1, x2 ...,
sk+1

1,( )2

Vorführender
Präsentationsnotizen
now: specific to s^2 mod n…
key generation as usual..
encryptor generates random seed s!
main idea: send last+1 state as well!

decryptor: reverse  because he nows p,q  mod p & mod q  CRA
excercise   one root is square again…


chossen ciphertext!  attacker modifiyes cipher text and gets plain text of it…
enhanced attack  „encrypt“ the ciphertext….  different plaintext but same bit sequence!
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Calculating with and without p,q (12)

Continuation squares und roots mod n using p,q

Jacobi symbol

So: x +1 if x ∈ QRp ∧ x ∈ QRq ∨
= x ∉ QRp ∧ x ∉ QRq

n - 1 if “cross-over”

So : x ∈ QRn ⇒ x
n 

⇐ does not hold

= 1

q
x

p
x

n
x

•= : 

Vorführender
Präsentationsnotizen
 now: defining Jacobi symbol…
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Calculating with and without p,q (13)

continuation squares und roots mod n using p,q

to determine the Jacobi symbol is easy

e.g. p ≡ q ≡ 3 mod 4

but –1 ∉ QRn, because –1 ∉ QRp,q

 

−1
n

 =  
−1
p

•
−1
q

 =   (−1)• (−1)  =   1

Vorführender
Präsentationsnotizen
 warning!!!
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Calculating with and without p,q (14)

squares and roots mod n without p,q

• extracting roots is difficult: provably so difficult as to factor
a) If someone knows 2 significantly different roots of an

x mod n, then he can definitely factor n.
(i.e. w1

2 ≡ w2
2 ≡ x, but w1 ≡ ±w2 ⇒ n | (w1 ±w2))

proof:  n | w1
2-w2

2 ⇒ n | (w1+w2)(w1-w2)

p in one factor, q in the other

⇒ gcd(w1+w2, n)  is  p or  q

Vorführender
Präsentationsnotizen
 now: what WITHOUT p,q???
difficult as factoring!!!
(significant differt: w2<> +-w1)


w1^2=x+k*n
w2^2=x+l*n

n does not divide w1+w2 nor w1-w2  n divde product so p in one factor q in other…
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Calculating with and without p,q (15)

Continuation squares und roots mod n without p,q

b) Sketch of “factoring is difficult ⇒ extracting a root is difficult”
proof of “factoring is easy ⇐ extracting a root is easy”
So  assumption : ∃ W ∈ PPA: algorithm extracting a root

to show : ∃ F ∈ PPA: factoring algorithm

structure program F
subprogram W
[black box]

begin
...
call W
... polynomially often
call W
...
end.

Vorführender
Präsentationsnotizen
 now other direction…
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to b)
F : input n

repeat forever
choose w ∈ Zn

* at random, set x:= w2

w´:= W(n,x)
test whether w´ ≡ ± w, if so factor according to a) break

• to determine the Jacobi symbol is easy
(if p and q unknown: use quadratic law of reciprocity)

but note : If = 1, determine whether  x ∈ QRn is difficult 

(i.e. it does not work essentially better than to guess)

QRA = quadratic residuosity assumption

Calculating with and without p,q (16)

x
n

Vorführender
Präsentationsnotizen
 jacobi symbol can be calculated easy  believe me 
(if not: see: https://en.wikipedia.org/wiki/Jacobi_symbol)

QRA  you get x with jacobi(x)  element QR ?  not better than guessing…
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s2-mod-n-generator is cryptographically strong: ⇔

∀ A  ∈ PPA { predictor for b0 }

∀ constants δ, 0 < δ < 1 { frequency of “bad” n }

∀ t ∈ N : { degree of the polynomial }

if l (= |n|)  sufficiently big it holds: for all keys n except of at most a δ-fraction

P(b0=A(n,b1b2...bk)=b’0| s ∈ Zn
* random) 

Security of the s2-mod-n-generator (1)

unpredictability to the left will do

(= unpredictability to right 
= unpredictability of middle)

(see L. Blum, M. Blum, M. Shub 1986)PBG

n s

b0 b1 b2 ... bk

A

n

b’0

←
1
2

+
1
𝑙𝑙𝑡𝑡

Vorführender
Präsentationsnotizen
 cryptographical strong: proof under some conditions/assumptions…

problem: what does it mean: is / looks random…?

note: unpredictable to the right = to the middle = to the left = is random (proof not given here…)

predictor tries to „guess“ b_0  should only be possible with ½…
note: predictor: polinomial probabilitsic algorithm  otherwise can factor!
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Security of the s2-mod-n-generator (2)

Proof: Contradiction to QRA in 2 steps
Assumption: s2-mod-n-generator is weak, i.e. there is a predictor P, 

which guesses b0 with ε-advantage given b1 b2 b3 ... 

Step 1: Transform P in P*, which to a given s1 of QRn

guesses the last bit of s0 with ε-advantage. 

Given s1. 
Generate b1 b2 b3 ... with s2-mod-n-generator, apply P to that stream. 
P guesses b0 with ε-advantage. That is exactly the result of P*.

Step 2: Construct using P* a method R, that guesses with 
ε-advantage, whether a given s* with Jacobi symbol +1 
is a square.

Given s*.   Set  s1 := (s*)2.
Apply P* to s1.  P* guesses the last bit of s0 with ε-advantage, where s*

and s0 are roots of s1;  s0 ∈ QRn.
Therefore  s* ∈ QRn ⇔ s* = s0

Vorführender
Präsentationsnotizen
 now proof…
first: assumptions!  quadratic residuosity assumption  jackobi symbol =1  quadratic residute?
indirect proof: if insecure  QRA wrong!
…

so be shown: last bit is enough…
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Security of the s2-mod-n-generator (3)

The last bit b* of s* and the guessed b0 of s0 suffice to guess correctly, 
because
1)  if s* = s0, then b* = b0
2) to show: if s* ≠ s0, then b* ≠ b0

if  s* ≠ s0 because of the same Jacobi symbols, it holds 
s* ≡ -s0 mod n

therefore  s* = n – s0 in  Z
n is odd, therefore s* and s0 have different last bits

The constructed R is in contradiction to QRA.

Notes: 
1) You can take O(log(l )) random bits in place of (last) 1 bit per squaring.
2) There is a more difficult proof that s2-mod-n-generator is secure under

the factoring assumption.

Vorführender
Präsentationsnotizen
 from jacobi symbol: one is minus the other…
J (s*)=1=J(s_0) (starting assumption)

J(y)=1, J(x)=1
J(y)=1, J(-x)=-1
-y ,x =-1
-y, -x
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RSA: Faster calculation of the secret operation

y d ≡ w mod n
dp :=  c -1 mod p-1   ⇒ (y dp) c ≡ y mod p

dq :=  c -1 mod q-1   ⇒ (y dq) c ≡ y mod q
once and 
for all:

every time:

proof:

set  w := CRA ( y dp , y dq )
(y dp) c ≡ y mod p

⇒ w c ≡
(y dq) c ≡ y mod q

⇒ w c ≡ y mod n
How much faster ?
complexity exponentiation:  ≈ l 3

complexity 2 exponentiations of half the length:  ≈ 2 • = 

complexity CRA: 2 multiplications ≈ 2 • l 2

1 addition ≈ l
So: ≈ Factor 4 irrelevant

l 3 l 3

2 4

Vorführender
Präsentationsnotizen
 some remarks with respect to performance: fast calcualtion if you know p,q
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Symmetric Cryptosystem DES (IBM, 1975)
64-bit block plaintext

IP

round 1

round 2

round 16

IP -1

64-bit-block ciphertext

R0L0

R16L16

R1L1

R2L2

R15L15

K1

K2

K16

generation of 
a key for 
each of the 
16 rounds

64-bit key
(only 56 bits in use)

initial permutation

Vorführender
Präsentationsnotizen
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One round

Feistel ciphers

f Ki

Li-1 Ri-1

Li = Ri-1 Ri = Li-1 ⊕ f(Ri-1, Ki)

self-inverse!

Vorführender
Präsentationsnotizen
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Why does decryption work?

f Ki

Li-1 Ri-1

Li = Ri-1 Ri=Li-1⊕f(Ri-1, Ki)

f Ki

Ri=Li-1⊕f(Ri-1, Ki) Li = Ri-1

Ri-1 Li-1

Decryption
trivial
Li-1 ⊕ f(Ri-1, Ki) ⊕ f( Li , Ki)   = 
Li-1 ⊕ f(Ri-1, Ki) ⊕ f(Ri-1, Ki) = Li-1

replace Li  by Ri -1

Encryption round i Decryption round i

Vorführender
Präsentationsnotizen
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Encryption function f

S8S7S6S5S4S3S2S1

E

48

48

Ri-1
32

P
32

f(Ri-1, Ki)

32

Ki
48

Expansion

Use key

Mixing

Make f (and DES) non-
linear  (permutations and 
⊕ are linear)

Terms
• Substitution-permutation networks
• Confusion - diffusion

“substitution box” S can implement any 
function s : {0,1}6 → {0,1}4,
for example as table.
For DES, the functions are fixed.

Vorführender
Präsentationsnotizen
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Generation of a key for each of the 16 rounds
64-bit key

(only 56 bits in use)

PC-1

LS1 LS1

LS2 LS2

D0C0

D1C1

D2C2

D16C16

PC-2

PC-2

PC-2

K1

K2

K16

28 28

56 48

choose 48 of the 
56 bits for each 
key of the 16 
rounds

Vorführender
Präsentationsnotizen
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The complementation property of DES

DES(k, x)  = DES(k, x)

Vorführender
Präsentationsnotizen
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One round

f Ki

Li-1 Ri-1

Li = Ri-1 Ri = Li-1 ⊕ f(Ri-1, Ki)

complement complement

complement complement

complement

original

Vorführender
Präsentationsnotizen
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Encryption function f

S8S7S6S5S4S3S2S1

E

48

48

Ri-1
32

P
32

f(Ri-1, Ki)

32

Ki
48

complement

complement

original, as  0 ⊕ 0 = 1 ⊕ 1  and  1 ⊕ 0 = 0 ⊕ 1

original

original

Vorführender
Präsentationsnotizen
 



Privacy and Security Folie Nr. 249

From DES to 3DES

Goal:
Strengthen DES by increasing key length

Let  E : K × M ⟶ M  be a block cipher (DES)

Define 3E: K3 × M ⟶ M    as

3E( (k1,k2,k3), m) =

For 3DES:    key-size = 3×56 = 168 bits.             3×slower than DES. 

Why not E(E(E(m)))?    …
Simple attack feasible in time ≈2118

10.11.2022

E(k3,m)D(k2,              )E(k1,                          )

What if: k1 = k2 = k3 ?



Privacy and Security Folie Nr. 250

Meet-in-the-middle attack (no double DES?)

Define       2E( (k1,k2), m) =   E(k1 , E(k2 , m) )

Idea: test if E(m) = D(c)

Step 1: build table of encryptions E(k,m)
Step 2: for all  k∈{0,1}56 do:

test if   D(k, c)  is in 2nd column.

10.11.2022

Fk1 F-1
k2plaintext ciphertext

Fk’1

F-1
k’2

if c = 2Ek(m) then

Fk1(m) = F-1
k2(c)

k0 = 00…00
k1 = 00…01
k2 = 00…10

⋮
kN = 11…11

E(k0 , M)
E(k1 , M)
E(k2 , M)

⋮
E(kN , M)

256

entries

k0 = 00…00
k1 = 00…01
k2 = 00…10

⋮
kN = 11…11

E(k0 , M)
E(k1 , M)
E(k2 , M)

⋮
E(kN , M)
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Complexity of Meet-in-the-Middle

Time =

Same attack on 3DES:      Time = 2118   ,      space ≈ 256 

10.11.2022

m E(k2,⋅) E(k1,⋅) c

m E(k2,⋅) E(k1,⋅) cE(k3,⋅)

256log(256) +  256log(256) < 263 <<   2112   ,      space ≈ 256 

Vorführender
Präsentationsnotizen
First component for building first table and sorting
Second for building second table and searching
(In theory better by searching directly -> around 2x 2 56 = O(2 k) identical to single DES
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Cipher

Stream cipher
synchronous
self synchronizing

Block cipher
Modes of operation:

Simplest: ECB (electronic codebook)
each block separately

But: concealment: block patterns identifiable
authentication: blocks permutable

Vorführender
Präsentationsnotizen
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Main problem of ECB
block borders

plaintext blocks

ciphertext blocks

ECB

e.g. 64 bits
with DES

same plaintext blocks same ciphertext blocks

Telefax example (→ compression is helpful)

ECB

Vorführender
Präsentationsnotizen
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Electronic Codebook (ECB)

encryption decryption

key key

plaintext
block n

plaintext
block n

ciphertext
block n

n+1 n+1

bit error

n n

Vorführender
Präsentationsnotizen
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Cipher Block Chaining (CBC)
All lines transmit as many characters as a block comprises 

Addition mod appropriately chosen modulus
Subtraction mod appropriately chosen modulus

encryption decryption

key key

plaintext
block n

ciphertext
block n

memory for
ciphertext block

n-1

memory for
ciphertext block

n-1

plaintext
block n

n+1 n+1n+1

n+1

bit error

n nn

n

n+2n+2n+2

If error on the line:
Resynchronization
after 2 blocks,
but block borders
have to be 
recognizable

• •

self synchronizing

Vorführender
Präsentationsnotizen
 storing cipher text  using it for next blocks  therefore cipher block chaining
first block like ECB!
sum  usually XOR
if all plaintextblock are the same  still different output  main motivation for construction
important property: self synchronizing!
effect of bit error  on block is gabbled + stored!  next block with one bit error  afterwards all ok again  state will be re-synced after two steps! (because of forward flow)
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Cipher Block Chaining (CBC) (2)
All lines transmit as many characters as a block comprises 

Addition mod appropriately chosen modulus
Subtraction mod appropriately chosen modulus

encryption decryption

key key

plaintext
block n

ciphertext
block n

memory for
ciphertext block

n-1

memory for
ciphertext block

n-1

plaintext 
block n

n+1 n+1n+1

n+1

• •

useable for authentication  ⇒ use last block as MAC

n+2n+2n+2

n+2

bit error

n nn

n

1 modified 
plaintext bit
⇒ from there on
completely 
different ciphertext

Vorführender
Präsentationsnotizen
 error propagation on the left side now!
1 bit different in plaintext  completly new ciphertext!!!  security property!
note: problem: smae beginning  some ciphertext  therefore differnt value in memory (called IV)
authentication  last block as MAC
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CBC for authentication

encryption encryption

key key

plaintext

ciphertext 
block n

memory for
ciphertext block

n-1

memory for
ciphertext block

n-1

plaintext
block n

•

••

last 
block

•

compa-
rison

ciphertext 
block n

last 
block

ok ?

Vorführender
Präsentationsnotizen
 whole construction for authentication
note: now on the right side the SAME construction like left!!!
Question: it get‘s always better (for all block ciphers?)  no we cannot
because: it is not true… counter example
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Pathological Block cipher

x1 x2 x3 . . . xb-1 0

S1 S2 S3 . . . Sb-1 1

x1 x2 x3 . . . xb-1 1

x1 x2 x3 . . . xb-1 0

x1 x2 x3 ... xb-1

S1 S2 S3 . . . Sb-1

plaintext block (length b)

ciphertext block (length b)

secure insecure

1

0
plaintext block (length b-1)

ciphertext block (length b-1)

pathological

Vorführender
Präsentationsnotizen
 note: this block cipher is just used as counter example  artificial…
0  always 1 on right most position  others bit real encrypted…
1  alway 0 on right most position  all bits are unencrypted
secure usage: always set right most bit to ‚0‘
CBC: first round secure, second insecure, third secure etc.
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Cipher FeedBack (CFB)

choose

encryption

shift register

1 b

choose
or

complete

choose
or

complete choose

encryption

shift register

1 b

key key

b Block length
a Length of the output unit, a ≤ b
r Length of the feedback unit, r ≤ b

Addition mod appropriately chosen modulus
Subtraction mod appropriately chosen modulus

b b

• •

r r

b b

a a a   a

a a a a

plaintext ciphertext plaintext

symmetric;
self synchronizing

n+1

n+1n+1 nn

Vorführender
Präsentationsnotizen
 now: cipher text characters shifted in register
now: no encryption, decryption in main message path
advantage: message can have any length
how does it work… some kind of pseudo one time pad…
note: decryption (right side) uses also encryption 
now: error porpagation
1 bit error on line..  1 bit error in decrypted plaintext  next block garbeled  stay until error is out of register…

now left side: one bit changed input…
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Cipher FeedBack (CFB) (2)

choose

encryption

shifting register

1 b

choose
or

complete

choose
or

complete choose

encryption

shifting register

1 b

key key

b Block length
a Length of the output unit, a ≤ b
r Length of the feedback unit, r ≤ b

Addition mod appropriately chosen modulus
Subtraction mod appropriately chosen modulus

b b

• •

r r

b b

a a a   a
a a a a

plaintext ciphertext plaintext

symmetric;
self synchronizing

n+1

n+1n+1n+2 n+2

n+2

nn

n

Vorführender
Präsentationsnotizen
 assume we do not choose  error will go into shift register!
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CFB for Authentication

encryption

Memory

key

•
plaintext ciphertext                                           plaintext

n+1

n+1n+1n+2 n+2

n+2

nn

n

•
MAC

Vorführender
Präsentationsnotizen
 assume we do not choose  error will go into shift register!
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CFB for authentication

choose

encryption

shift register

1 b

choose
or

complete

choose
or

complete choose

encryption

shift register

1 b

key key

b b

• •

r r

b b

a a a   a

a a

plaintext stream plaintext stream

compa-
rison ok ?

• •

last content 
of the shift

register 
encrypted

last content 
of the shift
register 
encrypted

Vorführender
Präsentationsnotizen
 usage for authentication: duplication of parts…
note: full last block needs to be transmitted!
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Output FeedBack (OFB)

choose

encryption

shift register

1 b

choose
or

complete

choose
or

complete

choose

encryption

shift register

1 b

key key

b Block length
a Length of the output unit, a ≤ b
r Length of the feedback unit, r ≤ b

Addition mod appropriately chosen modulus
Subtraction mod appropriately chosen modulus

b b

• •

r r

b b

a a

a a a

plaintext ciphertext plaintext

symmetric;
synchronous
Pseudo-one-time-pad

n+1n+1 n n

Vorführender
Präsentationsnotizen
 somehow similar to CFB; difference  feddback now taken from the blockcipher directly..
similar mode: counter mode…  advantage: direct block access; parallel processing…
no error propagation!
but: inserations/deletions!
only encryption!
many more modes of operation…
no two more modes: generalisations…
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Counter Mode (CTR)

encryption

counter
value

increment 
counter

increment
counter

encryption

counter
value

key

key

•

•

a a a

plaintext ciphertext plaintext

symmetric;
synchronous
Pseudo-one-time-pad

Vorführender
Präsentationsnotizen
 somehow similar to CFB; difference  feddback now taken from the blockcipher directly..
similar mode: counter mode…  advantage: direct block access; parallel processing…
no error propagation!
but: inserations/deletions!
only encryption!
many more modes of operation…
no two more modes: generalisations…
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Plain Cipher Block Chaining (PCBC)

encryption

key

decryption

key

memory for 
ciphertext 
block n-1

memory for 
plaintext 
block n-1

memory for
ciphertext 
block n-1

memory for
plaintext
block n-1

h

h

h

plaintext ciphertext plaintext
block n block n block n

All lines transmit as many characters as a block comprises 
Addition mod appropriately chosen modulus, e.g. 2 
Subtraction mod appropriately chosen modulus, e.g. 2
Any function, e.g. addition mod 2Block length

••• •
n n nn+1 n+1 n+1

n+1

n+1n+1

Vorführender
Präsentationsnotizen
 plain and cipher text chained!
poroperties: 1 bit error -> gabbeld block  next round also gabbeled!!! continues as long as h depends on plaintext block
advantage: authenticated encryption!  one call of block cipher
GCM!
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Output Cipher FeedBack (OCFB)

choose

encryption

shift register

1 b

choose
or

complete

choose
or

complete

choose

encryption

shift register

1

key key

b Block length
a Length of the output unit, a ≤ b
r Length of the feedback unit, r ≤ b

Addition mod appropriately chosen modulus
Subtraction mod appropriately chosen modulus
Any function

b b

• •

r r

b b

a a

a a a

plaintext ciphertext plaintext

h h

• •

h

symmetric;
synchronous

nn

n+1

n+1n+1

Vorführender
Präsentationsnotizen
 cipher feedback + output feddbak
properties depnd on h of course (e.g. if it ignores some part)
1 bit error  stays in register
1pass authentication/encryption
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Properties of the operation modes

ECB CBC PCBC CFB OFB OCFB
Utilization of 
indeterministic
block cipher

+ possible - impossible

Use of an 
asymmetric 
block cipher
results in

+ asymmetric stream cipher - symmetric stream cipher

Length of the 
units of 
encryption

- determined by block length of the block 
cipher + user-defined

Error extension only within 
the block 
(assuming 
the borders 
of blocks 
are 
preserved)

2 blocks 
(assuming 
the borders 
of blocks are 
preserved)

potentially
unlimited

1 + b/r
blocks, if 
error placed 
rightmost, 
else possibly 
one block 
less

none as long 
as no bits are 
lost or added

potentially
unlimited

Qualified also for 
authentication?

yes, if 
redundancy 
within every 
block

yes, if  
deterministic 
block cipher

yes, even 
concealment 
in the same 
pass

yes, if 
deterministic 
block cipher

yes, if 
adequate 
redundancy

yes, even 
concealment 
in the same 
pass

Vorführender
Präsentationsnotizen
 the big comparsion….
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Collision-resistant hash function using determ. block cipher

encryption

plaintext
block n

memory for
intermediate block

n-1

last 
block

••

efficient any
cryptographically strong

initial value is fixed!
(else trivial collisions:
intermediate blocks and
truncated plaintexts)

last block contains length in bit
differently 
long

birthday paradox
after 2

b/2 tests collision

b

! nearly 
no, but well analyzed

Vorführender
Präsentationsnotizen

organisational things: lectures / excercies side by side…

something not in wide use: how to construct hash functions: today other ways of construction (md5, sha)
now: using block cipher (we had it for encryption/authentication)
it‘s from a book not from my brain
what do we want to have: efficent! (engienieering approach..  ): not too many calls of the block cipher; not to much around: so not more worse one the block cipher…
cryptohgraphical strong!  underlying block cipher could be broken
should work for *any* block cipher
dream!
what do we get: very, very uncoming use of block cipher!
only encryption  but look for the key!
no surprise: hash functions do not have keys…
block length  key length (not DES: 56! bit)
input: previous value
last block = hash value
problem: multiply of key length….so padding is necessary!
output: block length  DES: 64 bits  today much to short; why? 2^64 is not really weak…
reason: birthday paradox  [explain reason for naming it „birthday paradox“]  how many do we need: 23 (57: 99%)  wikipedia
birthday = kollison
large block cipher…
difference: key legnth; block length
initial value has to be fixed!
length field!
final result: efficent! not cryptographical strong but well analyzed; nearly: key length ~ block length




The Birthday Paradox

• Let   r1, …, rn ∈ {1,…,B} be random integers, chosen 
independent and identically distributed (iid). 

• if n= 1.2 · B1/2 then   Pr[ ∃i≠j:   ri = rj ] ≥  ½ 

10.11.2022

B=106

# samples  n

Important for
size of MAC/Hash!

C
ol

lis
io

n 
pr

ob
ab

ili
ty

Vorführender
Präsentationsnotizen
indep. identically distributed
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An insecure attempt…

E: K× {0,1}n ⟶ {0,1}n a block cipher.
Construct cascade, for compression encrypt message blocks:

What‘s wrong with that?
Hi+1= E(mi,Hi)
Can you find a collision on this compression function?
Hi+1= E(m’, D(m’,Hi+1))

10.11.2022

E
>Key

Plain

mi

Hi

Hi+1

Vorführender
Präsentationsnotizen
Encrypt chaining variable under the key defined by the message block

Collision: two different inputs yield identical output -> H‘,m‘ under the control of the adversary…
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An insecure attempt…

E: K× {0,1}n ⟶ {0,1}n a block cipher.
Construct cascade, for compression encrypt message blocks:

Message m=m1|m2 H0=IV  H1=E(IV,m1)  H2=E(H1,m2)=h

Manipulated Message: m‘=m‘1|m‘2= m‘1 |D(E(IV, m‘1 ), H2)
H0=IV  H1=E(IV,m‘1)  H2=E(H1, m‘2)= 

E(H1,D(E(IV, m‘1 ), H2))=
E(H1,D(H1                 , H2))= H2 =h

10.11.2022

E
>Key

Plain

Hi

mi

Hi+1

Vorführender
Präsentationsnotizen
Encrypt chaining variable under the key defined by the message block

Collision: two different inputs yield identical output -> H‘,m‘ under the control of the adversary…
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The Merkle-Damgård construction

From short message blocks to arbitrarily long messages…
Given: compression function h : {0,1}2s ⟶ {0,1}s and
Input m ∈ {0,1}* of length L
Construct H of B= ⌈L/s⌉ iterations of h:

If h is a fixed length CRHF, then H is an arbitrary length CRHF
Proof: either m=m‘, or HB-i (m[B-i])=HB-i(m‘[B-i])

10.11.2022

h h h

m[1] m[2] m[3] m[B]  ll PB

h
IV

(fixed)
H(m)

H0 H1 H2 H3 HB

1000…0  ll L

64 bits

collision on hno collision

and : = 
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Diffie-Hellman key agreement (1)

practically important:    patent exhausted before that of RSA 
→ used in PGP from Version 5 on

theoretically important: steganography using public keys

based on difficulty to calculate discrete logarithms

Given a prime number p and g a generator of Zp
*

gx = h mod p

x is the discrete logarithm of h to basis g modulo p:

x = logg(h)  mod p

discrete logarithm assumption

Vorführender
Präsentationsnotizen
 rember RSA: based on factoring assumption: now different assumption: discret logarithms
equally old; equally different examined
resons for tlaking about it: practical important; used in many differnet protocols
e.g. PGP/GnuPG: so you should know what you are doing
theoretical important for steganography: hidde secret message; kerkhofs principle: algorithm known to attacker
therefore: keys needed! – but how; if key exchange needs to be hidden as well… physical metting…suspicious
key *agreement* is local: no transmisson!!!
steganography: argument for useless of crypto regulation
organised cirme: easy to eastblish secret keys….
in general: easy to use secure technology for good guys  also for the bad guys…
first: definitions
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Discrete logarithm assumption
∀ PPA  DL (probabilistic polynomial algorithm, which tries to

calculate discrete logarithms)
∀ polynomials Q
∃ L ∀ l ≥ L: (asymptotically holds)

If p is a random prime of length l
thereafter g is chosen randomly within the generators of Zp

*

x  is chosen randomly in Zp
*

and  gx = h mod p

W(DL(p,g,h)=x) ≤

(probability that DL really calculates the discrete logarithm, 
decreases faster than )

trustworthy ??
practically as well analyzed as the assumption factoring is hard

1
Q(l )

1
any polynomial

Vorführender
Präsentationsnotizen
what does discrte logarithm assumption means (see factoring slide 112)
DL: discret logarithm
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Diffie-Hellman key agreement (2)

key
generation: 
y ∈ Zp

*

g y mod p

calculating
shared key
(g x)y mod p

y

random 
number 2

key
generation:
x ∈ Zp

*

g x mod p

calculating
shared key
(g y)x mod p

x

random 
number 1

publicly known:
p and  g ∈ Zp

*

p, g p, g

g x mod p g y mod p

calculated keys are equal, because

(g y)x = g yx = g xy = (g x)y mod p

secret area

Domain
of trust

Domain
of trust

Area of attack

Vorführender
Präsentationsnotizen
 two actors: alice, bob
random numbers (localy!)
g^x and g^y: published!
calculated key: shared secret: seded for PRNG
ephemeral; epemeral staticf; static static etc…
key agreement: not exchange!


elgamal
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Diffie-Hellman assumption

Diffie-Hellman (DH) assumption:
Given  p,  g,  g x mod p and  g y mod p
Calculating  g xy mod p is difficult.

DH assumption is stronger than the discrete logarithm assumption
• Able to calculate discrete Logs ⇒ DH is broken.

Calculate from  p,  g,  g x mod p and  g y mod p either
x or  y.  Calculate  g xy mod p as the corresponding partner
of the DH key agreement.

• Until now it couldn’t be shown:
Using  p,  g,  g x mod p, g y mod p and  gxy mod p
either  x or  y can be calculated.

Vorführender
Präsentationsnotizen
 how to relate DH to security of discret log?
Diffie hellman assumption… (show how constructed)

relation: stronger: why: if calculating log  DH is broken…
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ElGamal: PKC from Diffie-Hellman

Fix a finite cyclic group  G    (e.g G = (Zp)*  )   of order  n

Fix a generator g in  G      (i.e.   G = {1, g, g2, g3, … , gn-1}  )

10.11.2022

Alice Bob
choose random a in {1,…,n} choose random b in {1,…,n}

A = ga

B = gb

Treat as a 
public key

ct = [ ,                                       ]
compute  gab = Ab ,
derive symmetric key k ,
encrypt message m with k

To decrypt:
compute  gab = Ba ,
derive k,  and decrypt
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The ElGamal System (modern)

G:   finite cyclic group of order n
(Es, Ds) :   symmetric auth. encryption defined over (K,M,C)
H: G x G ⟶ K   a hash function

Construct a pub-key encryption system (Gen, E, D):
Key generation Gen:    

• choose random generator  g in G     and    random   a in Zn

• output    sk = a     ,     pk = (g, h=ga )

10.11.2022

E( pk=(g,h),  m) :
b ⟵ Zn ,  u ⟵ gb ,  v ⟵ hb= ga·b

k ⟵ H(u,v) ,  c ⟵ Es(k, m)
output   (u, c)

D( sk=a, (u,c) ) :

v ⟵ ua= gb·a

k ⟵ H(u,v) ,   m ⟵ Ds(k, c)
output   m

R
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Digital signature system
Security is asymmetric, too
usually: unconditionally secure for recipient 

only cryptographically secure for signer

message domain signature domain

x s s(x)
• •

t

true

new: signer is absolutely secure against breaking his signatures 
provable only cryptographically secure for recipient

proof of forgery • s‘(x) 

distribution of risks if signature is forged: 1. recipient
2. insurance or system operator
3. signer

Vorführender
Präsentationsnotizen
 digital sinatures system with special propoerties: remeber digital signautre (slide 82) / difference to symmetric authentication…

digital signature: asymmetric system – but now security property are asymmetric as well…

„unconditional“ for recipient means: recipient can test; if ok it stays ok….

exermination question: why no unconditonal secure signastures?

practical problems: software failures; loos of key; hacking of machnine; smart card still not 100% secure; new algorithms for breaking the system; factoring; dis log etc.;

too small keys…

security of signer decreaes!

impossible: if key is broken  signatures are invalid: would tunr the whole situation – but no security for recipient at all!!

remeber: key revocation: from now on key is invalid for signing… (CRL, OCSP)  heise news… certificate haked… comodo case 

how to distribut risk if crypto is broken…

possible messages / possible signatures / signin key s

idea: make signature domain larger (should be large anyway…)  many signatures should be possible seems to be more insecure (guessing…) ratio stay the same… first idea – useless 

main idea: if recipient has to different signatures: proof of forgery…
because signer will always generate the same signature…
attacker: could calculate *all* signatuers: but does not know which is the right one…. (remeber prrof for no info theroretic secure-..)

note: also signer can not break the system!!!
draw picture on blackboard..

options for risk taking: ….
this is the important question – and here we have design options!!!


note: does not help agains loosing the secret key…
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Fail-stop signature system

key 
generation

sign

s

random number

key for signing,
kept secret

x, s(x),
“pass” or
“fail”

xx,s(x)

plaintext with signature 
and test result plaintext

t

random number‘

key for testing of 
signature,
publicly known

test

signer

recipient

plaintext 
with signature

Vorführender
Präsentationsnotizen
ist called: fail-stop  if insceure it stops

bibliography on digital signatures….
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Fail-stop signature system

key 
generation

sign

s

random number

generate 
proof of 
forgery

key for signing,
kept secret

x, s(x),
“pass” or
“fail”

xx,s(x)

plaintext with signature 
and test result plaintext

t

random number‘

key for testing of 
signature,
publicly known

test

verify

plaintext with 
signature

“accept”
or 
proof of forgery

“accepted” or
“forged”

plaintext with signature

recipient

court

plaintext 
with signature

signer

Vorführender
Präsentationsnotizen
ist called: fail-stop  if insceure it stops

bibliography on digital signatures….
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Undeniable signatures

key 
generation

sign

s

random number

key for signing,
kept secret

x, s(x),
“pass” or
“fail”

xx,s(x)

text with
signature

text with signature 
and test result text

t

random number‘

key for testing of 
signature,
publicly known

test

Interactive protocol for 
testing the signature

Vorführender
Präsentationsnotizen
 „undeniable“  somehow strange wording….
probleme: privacy problem for the signer…  everybody can make rumors; but if signed, hm more trust in it….; you give prrof what you write – but usually you onyl want symetric authentication…..!

test procedure now interactive.

related: „Designated verifier signature“ (wikipedia)

verify ask the signer for something which is necessary for the test  signer gets aware…
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Signature system for blindly providing of signatures

key 
generation

sign

s

random number

x, s(x),
“pass” or
“fail”

x z‘(x)
blinded text

text with signature 
and test result

Text

t

random number ‘

z‘

key for testing of 
signature,
publicly known

blind

unblind 
and test z‘(x), s(z‘(x))

blinded text
with signature

RSA
p • q = n

x • z‘ t

xs

• z‘-1

(x • z‘ t)
s

=

xs • z‘

Vorführender
Präsentationsnotizen
 strange system: sign messages without seein that we sign.

why doing it ? how?

how to do it in offline world…

usually: meaning depends on content  but could be depend on test-key!!! (banknotes)

blaupapier: blue carbon paper

remember RSA attack… (slide 162)
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Threshold scheme for secret sharing (1)

Threshold scheme:
Secret S
n parts
k parts: efficient reconstruction of S
k-1 parts: no information about S

Implementation: polynomial interpolation (Shamir, 
1979)
Decomposition of the secret:

Let secret S be an element of Zp, p being a prime number.
Polynomial  q(x)  of degree  k-1:
Choose  a1, a2, ... , ak-1 randomly in Zp

q(x) := S + a1x + a2x2 + ... + ak-1xk-1

n parts  (i, q(i))  with  1 ≤ i ≤ n, where  n < p.

Vorführender
Präsentationsnotizen
 Schwellwertschema; secret sharing
problem: loos of cryptographic secrets. do not store in one place / backup problems…
cryptographic problem: how to build distributed system achieving secure backup…

threshold scheme: adaptable to our needs…
n=k remebmer xor key center construction…


how to implement: polynomial interpolation…
degree k-1: give by k-points (draw line…: 2 points: k-1=1)

a_x coefficnet of polynomia: konstant part : secret : draw on blackboard

calculate n points..

give many points to single entity-…
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Threshold scheme (2)

k parts (xj, q(xj))  (j = 1 ... k):

q(x) = q(xj) mod p

The secret S is q(0).
Sketch of proof:
1. k-1 parts (j, q(j)) deliver no information about S, because for

each value of S there is still exactly one polynomial of degree k-1.
2. correct degree k-1;   delivers for any argument xj the value q(xj)

(because product delivers on insertion of xj for x the value 1 and 
on insertion of all other xi for x the value 0).

k

Σ
j=1

k

Π
m=1, m≠j

(x – xm)
(xj – xm)

Reconstruction of the secret: Lagrange 
polynomial 

interpolation

Vorführender
Präsentationsnotizen
 reconstruction: k parts input – lagrangae polynomial (wikipedia)

drawing with 1 point – line… everything is possible – but with two not..

product one value exclude  degree max k-1

problems: if friend become enemy: gives nothing: no prob; gives wrong share…

authentication: symmetric / asymmetric?

solution: digital signautres….

second extension: some computers are attacked at some point of time  at the end all are attacked…
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Threshold scheme (3)

Polynomial interpolation is Homomorphism w.r.t. addition
Addition of the parts ⇒ Addition of the secrets

Share refreshing
1.) Choose random  polynomial q‘  for  S‘ = 0
2.) Distribute the  n parts  (i, q‘(i))
3.) Everyone adds his “new” part to his “old” part

→ “new” random polynomial q+q‘ with “old” secret S

• Repeat this, so that anyone chooses the random polynomial once
• Use verifiable secret sharing, so that anyone can test that polynomials 

are generated correctly.

Vorführender
Präsentationsnotizen
 update of polynominals: add second part to first part (note: S=0!)
no need to reconstruct the polynominal

update: erase! old part

problem: autentication of „updated“ shares (naiv digital signtautres woudl not do…)

verifiable secret sharing: everybody can check that parts reconstruct the same secret…

***end of cryptography****


